MIHICTEPCTBO OCBITU I HAYKHU YKPAIHU
KUIBCHbKUI HAIIIOHAJIbHUM JITHTBICTUYHUMN YHIBEPCUTET

B.I'. Hikonosa, K. II. Hukut4yeHnko

KYPC 3ICTABHOI JEKCHKOJIOT'II
AHTJIUCBKOI TA YKPAIHCBKOI MOB

Kuis
Bugpasunumnii nentp KHJIY
2020



YK 811.111+811.161.2]°373-115(075)

JIpyKy€eThCs 32 pilIeHHSIM BUEHOI paau
KuiBcbKOro HAiOHAJIBLHOIO JIIHIBICTUYHOI'0 YHiBEPCHUTETY
(mpoTokos Ne 9 Bix 23 rpyans 2019 poky)

Penenszenru:
bsanuxk B. Jl. — nokTop ¢igog0TidHAX HAYK, mpodecop;
Boaxosa C. B. — nokTop ¢inonorivnux Hayk, mpodecop;
Ipuxoawsko I'. I. — noxTOp dinmomoriuaux HayK, mpodecop;
Bangxi M. — noxtop dinocodii, nekrop JAAJIL.

A Course in Contrastive Lexicology of the English and Ukrainian
Languages / Kypc 3icTaBHOI JIEKCHKOJIOTII AHIJIIHCHKOI Ta YKPAiHCbKOI MOB:

Hapu. mnocionuk / B. I'. Hikonosa, K. Il. Hukutuenko. KwuiB : BumaBHuuuii 1eHTp
KHIJTY, 2020. 460 c.

3araabHa penaknis — HikonoBa B.I'., nokTop ¢ig0J0TIYHUX HaYK,
npodecop.

HapuanpHuii MOCIOHMK MICTHTh KOHJICHCOBAHHMI BUKJIA] OCHOBHHX IOJIOKEHB
13 Kypey “3icTaBHA JIEKCHUKOJOTIS aHIMMCHKOI Ta YKpaiHChKOI MOB”, SIKUHM IMOCiAae
BKJIMBE MICIIE B CHCTEMI MPOQeCiitHOT MIATOTOBKY CTy/ICHTa-TIepeKIaaada mepuioro
(6axamaBpCHKOTO) PiBHS.

HaBuanbHuii MOCIOHMK € KOMIUJIEKCHOIO PO3pPOOKOI0, IO MOXKE CIYXHUTH
METOJMYHUM 3a0€3MEeUEHHAM YCiX CKJIaJHUKIB HABYAJIBHOTO TIPOLECY 3 KypCy
31CTABHOI JIEKCUKOJIOT1i aHTJIMCHKOI Ta YKPaiHChKOT MOB, a came: JICKIIMHOTO Kypcy,
CEMIHAPCHKUX 3aHSTh, CAMOCTIMHOI POOOTH, MOYJILHOTO KOHTPOJIIO.

[Ipu3HayeHo st CTYAEHTIB  (LI0JIOTIYHUX (DAKYJIBTETIB MEAaroriyHux
1 MOBHHX BUIIMX HaB4YanbHUX 3akiaAiB Il Ta IV piBHs akpeauTartii.

© Hikxonosa B.T'., 2020
© Huxkwntuenko K. I1., 2020
© Bupnasunuuii nentp KHIIY, 2020



INEPEJIMOBA

HaBuanbHuil MOCIOHMK Ma€ HAa METI KOMIUIEKCHE METOJUYHE 3a0€3MeUeHHS SIK
ayIUTOPHOI, TaK 1 CAMOCTIHHOI pPOOOTH CTYIEHTIB [JIs IMIJABUIIEHHS CBOET
npodeciifHOi KOMIIETEHTHOCTI 3 Kypcy ‘“3icTaBHA JIEKCHKOJIOTISA aHTJIMCBKOI Ta
YKpaiHChKOi MOB”, SIKMI € 0a30BUM Yy HaBYaJIbHOMY IUIaH1 MPo¢eciiiHOT MiArOTOBKU
CTYJICHTIB-TIEpEKJIaadiB mepuioro (6akagaBpChbKOTro) PiBHS.

[TociOHUK CKIIagaeThes 3 TPHOX YaCTUH:

- JIeKUIAHUN MaTepial, M0 MICTUTh OCHOBHI TEOPETHYH1 IOJIOKEHHS 13
31CTaBHOI JIEKCHUKOJIOTii aHriiiickkoi Ta ykpaiHcbkoi MoB (Theoretical
Fundamentals of Contrastive Lexicology of the English and Ukrainian
Languages);

- Marepial A0 KOXHOI TEeMH Ui  CaMOCTIMHOTO  OMpaIfOBaHHS
(Supplementary Material for Self-study);

- TMpaKTU4YHI 3aBJaHHs [JIs onTuUMizalli ceMmiHapchbkux 3aHsATh (Practical
Assignments for Seminars in Contrastive Lexicology of the English and
Ukrainian Languages).

CymnpoBigHl 10 JEKIii Marepiaad, 0 PO3KPHUBaIOTh 0a30BI TEOPETHYHI
MOJIOKEHHST 3 TPOOJIEM CTaHOBJIIEHHS, €BOJIOLII Ta CY4acHOTO CTaHy JEKCHYHHUX
CHUCTEM AaHIJINChKOI Ta YKpaiHChKOi MOB, 30praHi3oBaHO B TEMHU BIJAMOBIAHO 0
po06o40i mporpamMu 1 CTPYKTypHU HABYAIBHOI AMCHUILTIHK “3iCTaBHA JIEKCHKOJIOTIS
aHTJINCHKOT Ta YKpaiHChKOT MOB”.

Marepian s camMoCTiiHOI poOOoTH Mae Ha MeTi (hopMyBaHHS MTPOdeciiiHO
3HAYYIUX HABUYOK JOCTIAHUIIBKOI poOOTH, 110 B KOMIUIEKCI 3a0e3meuye KpUTUYHe
OCMHUCJICHHSI CTPYKTYPH Ta MPUHIUMIB (QYHKIIOHYBAHHS JIEKCUKOHY, 3a7[a€ BEKTOP
MOTJIMOJICHHST 3HAaHb CTYACHTIB y Trajy3l 31CTaBHOI JIGKCHUKOJIOTIl aHTJIiHCBhKOI Ta
YKPaiHCbKO1 MOB.

Pi3HOMaHITHI MpakTU4HI 3aBAaHHS, TPOOJEMHI 3alMUTaHHA ISl CAaMOCTIMHOTO
pPO3B’sI3aHHS 1 TBOPYI 3aBJaHHs, MPU3HAYCHI /IS OMpPAIOBAaHHS HA CEMIHAPCHKUX
3aHATTAX, COPSIMOBAHO Ha ONMTHMI3aIlil0 3aCBOEHHS OCHOBHHX IOJIOKEHB JICKIIITHOTO
MaTepiay, OBOJIOJIIHHSA TEOPETUYHHUMH OCHOBAMH BHUKOPHCTAHHS aHTJIIHCHKOI MOBU
K TIepmIoi iHO3eMHOI MOBH Yy 3iCTaBICHHI 3 YKPaiHCHKOIO MOBOIO SIK MOBOIO
MepeKaay 3 OTJisily Ha CHHTAarMaTH4YHI, MapaJurMaTUYH]I ¥ eMiIuTrMaTH9HI 3B’ S3KH
MDK TXHIMH €JIEeMEHTaMH, 3aTHICTh aJIeKBaTHO 31CTaBISATH JIEKCUYHI 1 (pa3eoIorivHi
(dakTh aHrMHCHKOI Ta YKpaiHChKOi MOB, BMIHHA KOPUCTYBATHUCA PI3HUMH THUIIAMU
CJIOBHUKIB Y KOHTEKCTI MPOBAKEHHS IEPEKIIAaIbKOT TIsITBHOCTI.

HaBuanbHuii moCiOHUK MPU3HAYEHO JJISL CTY/IEHTIB (PLIONOTTYHUX (aKyJIbTETIB
MeJaroriyHuX 1 MOBHUX BUIUX HaBuanbHUX 3akiafiB Il ta IV piBHs akpenuTartii.



CONTENTS

TIEPeAMOBA. .. ...
Part 1
THEORETICAL FUNDAMENTALS OF CONTRASTIVE
LEXICOLOGY OF THE ENGLISH AND UKRAINIAN
LANGUAGES. ... o e,
Thematic Module 1
SEMASIOLOGY. THE MEANING OF THE WORD....................
Theme 1
Contrastive Lexicology in the Systemic Structure of Language...............
1.1. Language as System and Structure............c.ooevviiiiiiiiiiieneennennn
1.2. Essentials of Contrastive LiInguistics..........covviviiiiiiiiiiiiieinninnnnn.
1.3. Contrastive Lexicology in the System of Linguistic Studies, its
Subject-Matter and Basic Tasks...........cccoviiiiiiiiiiiiiiii e,
1.4. Typological Isomorphism and Allomorphism of the English and
Ukrainian LeXiComn. ... ...oouiiniiiii e
RETCIENCES. . .,
Supplementary Material for Self-study................cooooiiiiiiiiii i
Text 1. An Outline of Contrastive Linguistics Historical Development... .....
Text 2. Fundamentals of Contrastive Lexicology Research... ... .................
Text 3. Methods of Investigations in Contrastive Lexicology....................
Theme 2
Contrastive Typology of Lexical Systems of the English and Ukrainian
LanguUages. .. o e
2.1. Word as the Basic Linguistic Unit of the English and Ukrainian
3751703
2.2. Problems of Word-Meaning. Referential and Functional Approaches
to Word Meaning.........c..oiiuiiiiiiiiii i
2.3. Isomorphism and Allomorphism of the Semantic Structures of English
and Ukrainian Words...........ooooiiiiiiiiii e,
2.4. Motivation as a Language Universal..................cooviiiiiiiiiinin,
RETRIENCES. ...,
Supplementary Material for Self-study..................oooiiiiiiiiii
Text 1. 4 Word as a Basic Linguistic Unit of the Lexicon... .......................
Text 2. Dimensions of Word Meaning... e e eee e
Text 3. Types of Lexical Meaning Vzewed Synchromcally



Text 4. The Notion of MOtIVALION ... .......cccceeeeieeieeieeee e e eeeeeeaee e 12
Theme 3

Contrastive Typology of Semantic Changes of English and Ukrainian
YOS e eeiieeeieeeenneeeeeeeecenececeaccccssscccasseccssssccasssccasssccsnsscsnssscsanses 74
3.1. Causes of Semantic Change of English and Ukrainian Words............ 75
3.2. Nature of Semantic Change of English and Ukrainian Words.............. 76
3.3. Results of Semantic Change of English and Ukrainian Words............. 82
R OIENCES. ..t e 86
Supplementary Material for Self-study................cooooiiiiiiiiiii 87
Text 1. Semantic Change as a Language Universal in the Historical
Perspective... ... oiiiii it e e e e 8]
Text 2. Different Approaches to the Study of Semantic Change.................. 89
Text 3. Causes and Mechanisms of Language Change............................. 96
Theme 4
Isomorphism and Allomorphism of Polysemy and Homonymy as
Language Universals. ... e, 101
4.1. Semantic Structure of Polysemantic Word.....................cooiiiiinnns 101
4.2. Contrastive Typology of the Types of Lexical Meaning Viewed
Synchronically...........ooiiiii i 108
4.3. Polysemy Viewed Diachronically. Sources of Polysemy.................... 110
4.4. Homonyms in English and Ukrainian. Classification and Sources of
HOmoOnymsS. ... 114
R CIENCES. ..o 118
Supplementary Material for Self-study................coooiiiiiii i 118
Text 1. The Problem of Polysemy in Linguistic Studies.....................cc.cee.. 118
Text 2. Polysemy and Homonymy: the Problem of Differentiation... ........... 122
Text 3. Are Polysemy and Homonymy Really So Different?..............cc...... 124
Theme S
Semantic Relations in Paradigmatics. Contrastive Typology of Semantic
Classifications of English and Ukrainian LexXicOn........ccovvieiiiinniiinnncnnn 128

5.1. Semantic Relations of Inclusion. Contrastive Typology of Hyponyms... 128
5.2. Semantic Relations of Similarity. Contrastive Typology of Synonyms.. 129
5.3. Semantic Relations of Opposition. Contrastive Typology of Antonyms 135
R CIENCES. ..t e 138
Supplementary Material for Self-study................coooiiiiiiiiii 139
Text 1. Semantic Relations and 'nyms in English Lexicon: Some Definitions 139



Text 2. The Study of Semantic Relations: Similar and Divergent Features....

Thematic Module 2

CONTRASTIVE TYPOLOGY OF ENGLISH AND UKRAINIAN
PHRASEOLOGY

Theme 6

Phraseology and its Basic Unit

6.1. English and Ukrainian Phraseology from Historical Perspective.........

6.2. Basic Unit of English and Ukrainian Phraseology and its
Distinguishing Features..

6.3. Set-Phrases and Free- Phrases in Enghsh and Ukralman the Problem
of Differentiation.............oooiiiiiiii
RETOTENCES. ...t
Supplementary Material for Self-study................cooooiiiiiiiii i

Text 1. The Problem of Definition of Phraseological Unit in Ukrainian
Phraseology ... . e
Text 2. The Study of ]dzoms in Brmsh and Amerlcan nguzstzcs
Theme 7
Systemic Relations in English and Ukrainian Phraseology

7.1. Typology of English and Ukrainian Phraseological Units..................
7.2. Paradigmatic Semantic Relations in Phraseology...........................

7.3. National Peculiarity and Sources of Phraseological Units in English

and UKrainian. ..o,
RETOTENCES. ...ttt
Supplementary Material for Self-study................coooiiiiii i

Text 1. Typology of Idioms in British and American Linguistics...............

Text 2. Syntagmatic Semantic Relations in Phraseology. Phraseological

UNits QNAd CONEEXT. ... e ettt

Thematic Module 3

WORD FORMATION IN THE ENGLISH AND UKRAINIAN

LANGUAGES
Theme 8
Morphological Structure of the Word. Morphemic and Derivational
Analyses
8.1. Word Formation and Other Ways of Nomination in English and

L0561 0
8.2. Two Levels of Morphological Analysis: Morphemic and Derivational..
8.2.1. Morphemic Analysis and its Basic Units in English and Ukrainian

8.2.2. Derivational Analysis and its Basic Units in English and

[ 23101 2 s DO

142

152

152
152

154

161
165
168

168
171

176
176
183

186
191
193
193

196

202

202

202
207
208



RETOIENCES. .. oot 219

Supplementary Material for Self-study................cooooiiiiiiiiiii 220
Text 1. The Process of Nomination. Typology of Nomination Means... ........ 220
Text 2. Theory of Nomination and Word-Making Processes...... ................. 225

Theme 9

Contrastive Typology of Morphological Ways of Word-Formation in the

English and Ukrainian Languages.........................ccocoiiiiiiiiiiiiienin, 228
0.1 AfFIXAtION. ..ot 228
0. 1.1, Prefixation. ..ot 228
0.1.2. SU IXAtION. ..ot 232
9.2. Conversion as a Purely English Way of Word-Formation................. 238

RETRIENCES. ..., 245

Supplementary Material for Self-study................cooooiiiiiiiiiii 246

Text 1. Affixation as One of the Most Productive Morphological Way of
Word Formation in English Cardiologic Terminology................... 246

Text 2. Conversion Shifts in English............cccoiiiiiiiiiiiiiiiiiiainann, 249
Theme 10
Contrastive Typology of Syntactic Ways of Word-Formation in the
English and Ukrainian Languages..........................oooiiiiiiiiiiiinan, 251
10.1. Compounding.........ceeuiiiniiettit et eeeeeae e 251
10.1.1. Compound Words vs Word-Combinations.................c.cceevennn... 252
10.1.2. Classifications of Compound Words..............c.covviiiiiiiiiinn. 254
10.2. Shortening as a Language Universal.................ccooiiiiiiiiiiin.n. 259
10.3. Contrastive Typology of the Minor Ways of Word Formation........... 263
RETRIENCES. ..., 267
Supplementary Material for Self-study................cooooiiiiiiiiiii 268
Text 1. Compounding as a Syntactic Way of Word-Formation in English
and UKFQinian. ..................ccooiiii i, 268

Text 2. Shortening as a Way of Word-Formation..................cc.ceceeevev . 270

Thematic Module 4
CONTRASTIVE ETYMOLOGY OF THE ENGLISH

AND UKRAINIAN LEXICON 275

Theme 11

Etymological Survey of the English and Ukrainian Vocabulary............... 275
11.1. Native Word Stock of English and Ukrainian............................... 275
11.2. International Words in the English and Ukrainian Languages........... 277
11.3. Neologisms in the English and Ukrainian Languages..................... 279

RETOTENCES. ...t 283

Supplementary Material for Self-study................coooiiiiii i 284

Text 1. Nationally Specific English and Ukrainian Lexis... .......................  9g4
Text 2. Contemporary English Neologisms...................c.ccccooeoi i 987



Theme 12
Contrastive Typology of the Borrowed Elements in English and

Ukrainian Vocabulary.................. i, 291
12.1. Causes and Ways of Borrowings in the English and Ukrainian
LN @UAZES. ...ttt ettt et 291
12.2. Sources of Borrowings in the English and Ukrainian Languages........ 292
12.3. Types of Borrowings in the English and Ukrainian Languages.......... 298
12.4. Assimilation of Borrowings in the English and Ukrainian Languages.. 302
RETOTENCES. ...t 304
Supplementary Material for Self-study................coooiiiiiiiiiii 305
Text 1. The Theory of Borrowing in the Linguistic Literature.................. 305
Text 2. The Influence of the Borrowings from Contemporary Languages on
the Development of New English..........cccccccoveeveeeeeieeieeeeeeee . 310
Theme 13
Territorial Differentiation of the English and Ukrainian Languages......... 316
13.1. Standard English, its Characteristic Features............................... 316
13.2. Standard Ukrainian, its Characteristic Features...................ccovn.e. 317
13.3. Contrastive Typology of the Territorial Variants of the English and
Ukrainian Languages........couviiiiiiiiiieiii i e e eeee e 318
13.4. Contrastive Typology of the Local Dialects of the English and
Ukrainian Languages........cc.vvviiiiiiiiiii i e e e, 322
RETRIENCES. ..., 325
Supplementary Material for Self-study................cooooiiiiiiiiii 326
Text 1. Dialect, Accent and Variety: To the Problem of Definition............ 326
Text 2. The Development and Establishment of Standard Ukrainian.... ... ..... 327
Text 3. Types of British Dialects: An Overview.................cccevevueniennn... 332
Part I1

PRACTICAL ASSIGNMENTS FOR SEMINARS IN CONTRASTIVE
LEXICOLOGY OF THE ENGLISH AND UKRAINIAN LANGUAGES 334
Seminar 1

Introduction to Contrastive Lexicology. Fundamentals..............c.ccco..... 334
1.1. Language as System and Structure..............cooevviiiiiiiiiiiiiiiiniennn 334
1.2. Contrastive Lexicology in the Systemic Structure of Language........... 337
1.3. Typological Isomorphism and Allomorphism of the English and

Ukrainian LeXiCom. ... ...iuiiiiiiii e e 341

Seminar 2

Semasiology. Problems of Word-Meaning.........ccccvvteieriiecinienarcnnsonns 344

2.1. Word as the Basic Linguistic Unit of the English and Ukrainian

315 170 s 344
2.2. Contrastive Typology of the Semantic Structures of English and

Ukrainian Words. ........oooiuiiiiii e 347
2.3. Motivation as a Language Universal..................cooiiiiiiiiiiiiniinnn. 350

8



Seminar 3
Contrastive Typology of Semantic Changes of English and Ukrainian

WV OEAS e eninineeineeeeineneeeeeneeeeerneencnsnseesnsnsensnsnsnssnsnssasnsnsnssnsnsnnens 354
3.1. Nature of Semantic Change of English and Ukrainian Words.............. 354
3.2. Results of Semantic Change of English and Ukrainian Words............. 360

Seminar 4

Polysemy and Homonymy as Language Universals.........ccccecveveeeeenennnn 363
4.1. Semantic Structure of Polysemantic Word..................coooiiiinn, 363
4.2. Contrastive Typology of the Types of Lexical Meaning Viewed

Synchronically...........ooiiii i 369
4.3. Polysemy Viewed Diachronically. Sources of Polysemy.................. 376
4.4. Homonyms in English and Ukrainian. Classification and Sources of

HOMONYIMS. . ...ttt 377

Seminar 5

Semantic Relations in Paradigmatics. Contrastive Typology of Semantic

Classifications of English and Ukrainian Lexicon 384

5.1. Semantic Relations of Inclusion. Contrastive Typology of Hyponyms... 384

5.2. Semantic Relations of Similarity. Contrastive Typology of Synonyms... 388

5.3. Semantic Relations of Opposition. Contrastive Typology of Antonyms. 394
Seminar 6

Contrastive Typology of English and Ukrainian Phraseology................. 399
6.1. Phraseological Unit and its Distinguishing Features............ccccccceeenennne. 399
6.2. Set-Phrases and Free-Phrases in English and Ukrainian: the Problem of

Differentiation. ...........ccoouiii it 401
6.3. Typology of English and Ukrainian Phraseological Units................. 408
6.4. Sources of Phraseological Units in English and Ukrainian................. 414

Seminar 7

Contrastive Typology of Word Formation in the English and Ukrainian

LANGUAGES ... ..\ttt e 417

7.1. Two Levels of Morphological Analysis: Morphemic and Derivational... 417
7.2. Morphological Way of Word-Formation in the English and Ukrainian

Languages: AffiXation.............cooiiiiiiii e, 421
7.3. Conversion as a Purely English Way of Word-Formation.................. 428
7.4. Syntactic Way of Word-Formation in the English and Ukrainian
Languages: Compounding.............c.couiuiuinieieiiiiieieiiiiiiiieienn, 432
7.5. Shortening as a Language Universal..................ooooiiiiiiin.. 437
Seminar 8
Etymological Survey of the English and Ukrainian Lexicon..................... 442
8.1. Native Word Stock of English and Ukrainian.. e, 442
8.2. Sources of Borrowings in the English and Ukralman Languages ......... 445
8.3. Types of Borrowings in the English and Ukrainian Languages............ 451

8.4. Assimilation of Borrowings in the English and Ukrainian Languages... 455



Part 1

THEORETICAL FUNDAMENTALS OF CONTRASTIVE
LEXICOLOGY OF THE ENGLISH AND UKRAINIAN
LANGUAGES

Thematic Module 1
SEMASIOLOGY. THE MEANING OF THE WORD

Theme 1
Contrastive Lexicology in the Systemic Structure of Language

1.1 Language as System and Structure

Language is a means of forming and storing ideas as reflections of
reality and exchanging them in the process of human intercourse.
Language is social by nature; it is inseparably connected with the people
who are its creators and users; it grows and develops together with the
development of the society.

Human language is characterized by the systemic nature as a
whole and of the elements making up the whole. The two notions “system”
and “structure” are usually applied in the internal analysis of language. But
there 1s no contradiction in applying these notions to language. Language
is a structural system.

System implies the characterization of a complex object as a whole
structure made up of separate parts, e.g., the system of sounds. Language
is regarded as a system of elements (language units) such as
phonemes, morphemes, words, etc. The elements of the structure are the
components of the multitude. They possess the systemic value as the
members of the given system which can be conceived through the
systemic relations between the elements of the system.

Some linguists consider “sphericity” and ‘“nucleation” to be the
mode of language organization. Accordingly, the system of language is
subdivided into separate spheres or basic subsystems: Grammar,
Lexicon, and Phonetics, each of which displaying systemic characteristics
too. Only the unity of these three subsystems forms a language; without
any of them there is no human language. The phonetical subsystem
includes the material units of which language i1s made up: phonemes,
different intonation patterns, and accent patterns. The lexical
subsystem includes all the nominative (naming) means of language —
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words and set (stable) word-combinations. The grammatical
subsystem includes the rules and regularities of using language units in
the construction of utterances in the process of human communication.

Each of these constituent parts of language is studied by a particular
linguistic discipline (table 1.1). The phonological description of
language is effected by Phonology; the lexical description of language
is the domain of Lexicology; the grammatical description of language is
given by Grammar.

Table 1.1
Subsystems of Language Structure

Subsystems of Language Linguistic Disciplines
Text organization in language Textlinguistics
The syntactic description of language Grammar
The lexical description of language Lexicology
ifhe morphological description of Lexicology / Grammar
anguage
The phonological description of language Phonology

Language as a system is characterized as an orderly arrangement of
cognate elements interrelated in the whole (structure).

Structure means hierarchical layering of parts in constituting the
whole. In the structure of language, there are six main structural
levels: phonemic, morphemic, lexemic, phrasemic, proposemic, and
supra-proposemic (or super-syntactic). The levels are represented by the
corresponding level units.

The phonemic level is the lowest level of the language system.
The unit of phonemic level is the phoneme. The phoneme is the
smallest language unit. It has no meaning of its own but it is meaning
distinctive: it differentiates morphemes and words as material bodies.
Phonemes are represented by letters in writing, e.g., fale and table are
differentiated by the phoneme (letter) “b”.

The morphemic level is located above the phonemic one. The unit
of morphemic level is the morpheme. The morpheme is the smallest
meaningful unit. It expresses abstract, generalized meaning, e.g., in
the word teacher, the suffix —er has the meaning ‘a doer of an action’. The
meanings of the morphemes in the structure of a word are used as
constituent parts for the formation of more concrete, “nominative”
meaning of the word, e.g., un-faith-ful-ly contains four morphemes.
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The lexemic level is the third in the hierarchy of language levels. It
is the level of words. The word is the smallest naming unit. The
meaning of the word is concrete, “nominative”, it names things and
their relations. Since words are built up by morphemes, the shortest words
consist of one explicit morpheme only, e.g., man, will, but, etc.

The phrasemic level is the level of phrases (word-groups).
Phrases are combinations of two or more notional words; they have a
nominative function but represent the referent as a complicated
phenomenon, e.g., a picturesque village, the unexpected arrival of the
chief, to start with a jerk, etc. Phrases may be of a set type and of a free
type. Free phrases are built up in the process of speech according to the
existing productive patterns.

The proposemic level is the level of sentences. The sentence is
the smallest communicative unit of the language. The sentence not
only names a certain situation, but it expresses predication, i.e. shows
the relation of the denoted event to reality. Namely, it shows whether this
event is real or unreal, desirable or obligatory, etc. The sentence is
produced by the speaker in the process of speech. At the same time, it
enters the system of language by its syntactic pattern which has both
syntagmatic and paradigmatic characteristics.

The supra-proposemic (super-syntactic) level is the level of texts.
The text is the highest form of language. It is characterized by some
specific features: textuality, coherence, cohesion, and deixis.
The text is a combination of separate sentences forming a textual unity (a
texteme). The texteme is to be imagined as an ideal, abstract and
generalized. The syntactic process by which sentences are connected into
textual unities is called “cummulation”. Cummulation, the same as
formation of composite sentences, can be both syndetic and asyndetic. In
the printed text, the supra sentential construction commonly coincides with
the paragraph.

Thus, there are six levels of language, each identified by its own
functional type of segmental (language) units. The phonemic, lexemic and
proposemic levels are most strictly identified from the functional point of
view: the function of the phoneme is differential, the function of the
word 1s nominative, and the function of the sentence 1is
predicative. The system of language includes, on the one hand, the
material units (table 1.2) — sounds, morphemes, words, word-groups; on the
other hand, — the rules how to use these units in speech.
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Table 1.2

Units of Language as the Object Matter of Linguistic Disciplines

Unit of Language Aspect of Language Linguistic Discipline
Text Text organization Textlinguistics

Sentence Sentence organization Syntax
Phrase Phrase organizaj[ion S}./ntax

Phrase semantics Lexicology

Word Lexical ser.nafltics Lexicology

Word-building Morphology

Morpheme Word-building Morphology

Phoneme Phonetics Phonology

Units of language are divided into segmental and supra-segmental

(figure 1.1).

Segmental units consist of phonemes, which form morphemes,
words, phrases, sentences and texts.

Supra-segmental units do not exist by themselves. These are
intonation contours, accents, pauses, patterns of word-order. They are
realized together with segmental units and express different meanings.

 SECMENTAT| KTTPRA_KEFOCMENTAT TINTTS |

+
Text
1

Sentence
t
Phrace

T

Ward

Morpheme

Phaoneme

Tntanatinn

A roant

Patica

Ward_arder

Figure 1.1. Hierarchy of Language Units
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Language units are given in their generalized abstracted
forms, they don't exist if not actualized and concreticized by their speech
counterparts in the process of intercourse. Human language exits through
its speech manifestation. Language is analyzed in two different aspects:
the system of signs (language proper) and the use of signs (speech
proper). Special attention should be paid to the differentiation of
“language” and “speech” planes (table 1.3).

Table 1.3
Levels of Language Structure and their Language Units
and Speech Counterparts

Levels Units of Language Units of Speech
of Language Structure (abstractions) (instantiations)
Text
Supra-proposemic Sentence-group
(paragraph) Utterance
Proposemic (syntactic) Sentence
Phrasemic (syntactic) Phrase
Lexemic Word Word-form
Morphemic Morpheme Morph
Phonemic Phoneme Phone

Language and speech are inseparable; they form together an organic
unity. The generalizing term “language” 1s also preserved in linguistics
showing the unity of these two aspects.

The linguistic structure is a highly organized system where we
generally distinguish syntagmatic and paradigmatic relations.

Syntagmatic relations are immediate linear relations between units
in a segmental sequence (speech). For instance, phonemes are connected
within morphemes, morphemes within the words are also connected
syntagmatically, e.g., space /ship, launch /ed. Words and word-groups
are syntagmatically connected in a sentence. Syntagmatic relations are
conditioned by the context and are usually observed in utterances.

Paradigmatic relations cannot be directly observed in utterances.
They reveal themselves in the sets of forms constituting paradigms.

A paradigm in the lexical system 1is based on the
interdependence of words within the vocabulary, namely synonymy,
antonymy, and hyponymy. For instance, a word fo tremble enters into
paradigmatic relations with other words forming the synonymic group to
tremble — to shiver — to shudder — to shake.
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Originally, the differentiation between paradigmatics and
syntagmatics was based on the recognition of the two planes: “language”
and “speech”. Accordingly, paradigmatics was identified with language
whereas syntagmatics coincided with speech. Later on this idea underwent
revision. Nowadays it 1s accepted axiomatic that every linguistic unit
enters into the two types of systemic relations at a time which expose the
systemic value of the element, and the establishment of these relations
helps identify it as a member of a particular language system (figure 1.2).

hyper-hyponymic

<

Computer [«
personal valency
/ portable computer \
* v ’"
laptop tablet subnotebook
1 y

Figure 1.2. The Fragment of Syntagmatic and Paradigmatic
Relations of the Word computer

In this connection, it is necessary to point out that some linguists
consider that besides these two aspects (paradigmatics and syntagmatics),
the lexical system has a third dimension — epidigmatics (Kouepran 2010).
Epidigmatic relationships are associative derivative relations between
words in form and content, which can be illustrated by the following
example: the word 3emns in the meaning of ‘soil’ is associated with the
word forms zemenvka, 3emaanutl, 3emMaucmuil, 3emaepoo, 3eMae6NACHUK,
3eMe60100iHHSA, 3emaemip, etc., whereas the same word in the meaning of
‘land’ 1s associated with zemnuii, nazemnuii, niozemuuil, 3eMHOB00HULL, €tC.
Hence, a word-building paradigm refers to a set of cognate words
and can be deverbal, denominal, deadjectival, and deadverbial, e.g., read —
reading — reader — reading-hall / reading-room — reading-matter.

To sum up, the following types of paradigms are to be distinguished
in linguistics: morphological, lexical, word-building, and syntactic.

1.2 Essentials of Contrastive Linguistics

Synchronic contrastive investigations of two or more languages and
typological investigations of a group of languages, which were vigorously
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developed in the second half of the 20" century, gave rise to a new branch
of linguistics — Contrastive Linguistics. Various other terms are
also currently used to refer to this same discipline, such as Contrastive
Analysis, Contrastive Studies, or Cross-Linguistic Studies. Contrastive
Linguistics started developing in the 1940° and 1950° as an independent
discipline within the field of Applied Linguistics to fulfill new needs
arising in foreign language teaching (see Supplementary Material for Self-
study, text 1).

Contrastive Linguistics aims at establishing similar general
linguistic categories which serve as a basis for the classification of
languages of different types. The common and different phonetic,
morphological, lexical, and syntactic features of languages contrasted may
be viewed either synchronically or diachronically.

The feature (quality) which is common of the two languages which
are being compared has traditionally been referred to as Tertium
Comparationis (Lat. ‘the third [part] of the comparison’). It is the point
of comparison which “prompted the author of the comparison in question
to liken someone / something to someone / something else in the first
place” (URL).

The basic tasks of Contrastive Linguistics are defined as following
(Demenchuk 2018):

— the systematic synchronic study of similarities and differences in
the structure and use of two or more language varieties, carried out for
theoretical or practical purposes;

— the classification of the languages according to the common and
divergent features;

— the establishing of the language types on the basis of the
isomorphic (common) and allomorphic (divergent) traits in the
languages contrasted;

— the performing a truly scientific classification of all languages of
the world on the basis of the obtained practical data.

Some of the most relevant features related to Contrastive
Linguistics are listed below:

— the systematic comparison of two or more languages can be
carried out at different levels, from phonetics to grammar, lexis or text
linguistics; microlinguistic studies were the focus in the first years, but
contrastive studies have also been carried out at higher levels;

— a contrastive study can be said to consist of three steps:
description (the particular phenomenon that is to be contrasted has to

16



be described in the languages involved), juxtaposition (the resulting
descriptions have to be juxtaposed to observe similarities and differences)
and, finally, comparison (the differences found are to be contrasted in
order to determine the possible cross-language correspondences).
Contrastive Linguistics focuses primarily on differences between
languages;

— the linguistic description of the two languages can be carried out
according to any linguistic model, but the same model should be applied in
both cases; the approaches that deal with Contrastive Linguistics include
generative models (Krzeszowski 1990) and functional models
(Chesterman 1998), among others.

Thus, Contrastive Linguistics attempts to discover similarities and
differences in internal structures of both related and non-related languages.
It 1s now universally recognized that this branch of linguistic studies is a
field of particular interest to interpreters and teachers of foreign languages.
Scholars working in the field of Applied Linguistics conclude that the most
effective materials for training interpreters are those that are based upon a
scientific description of the target language carefully compared with a
parallel description of the native language of the learner.

Contrastive Linguistics is based on the typological method of
research that is why it is very close to General Typology. It is essential to
distinguish between contrastive analysis and typology which are different
parts of the same branch of linguistics. Yu. Zhluktenko in his article,
“Contrastive analysis as a method of speech investigations” (1979) points
out that Contrastive Linguistics is not an independent science but a part of
General Linguistics that has the same subject and aim, investigates the
nature and peculiarities of different languages and differs from linguistics
only in its method — synchronous contrastive method.

Yu. Zhluktenko (OKmyktenko 1979) asserts that the main
requirements to contrastive investigations are:

— the choice of the most important and effective language elements
for the analysis;

— the choice of an adequate and reliable basis for contrastive
analysis;

— taking into consideration interlingual equivalence, which, as a
rule, is not connected with the equality of form.

The primary task of the contrastive analysis of two or more
languages is to choose the basis of comparison, i.e. the model with the help
of which the languages will be compared. Two bases of contrastive
analysis are usually mentioned by the linguists.
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1. Contrastive analysis is termed unilateral when languages are
contrasted on the basis of one of the analyzed languages and one of them is
used as a model. Unilateral contrastive analysis is widely used in the
analysis of foreign languages comparing them with the learners’ native
language.

2. Contrastive analysis, according to which both compared languages
are studied from the point of view of some third language system, is
termed bilateral. The third language may be:

— a living language which may function as an intermediary in
communication;

— a dead language which is fixed in the invariable state (Latin,
Ancient Greek);

— an artificial language applied in the process of typological
analysis of a number of languages;

— a special metalanguage created as a system of methods to ensure
most objective and exact description of other languages.

A unilateral method of contrastive analysis is the most widespread
one. A bilateral method of contrastive analysis 1s less widespread than a
unilateral one. Semantic and grammatical characteristics of the
metalanguage are used as a model of analysis in the case when the
explorer is in great need of absolutely exact results of the comparison.

The terms most widely applied while carrying out contrastive
linguistic research are the following.

Language Universals are linguistic phenomena used to characterize
all languages existing on the Globe on all levels taking into consideration
their systems and structures. According to the statistic principle they are
classified into unrestricted (absolute) universals and restricted
(relative) universals (near-universals). Languages may possess unique
features as well, e.g., the final position of prepositions in present-day
English special questions as in What do you depend upon?

As for the language units analyzed, there exist phonetic,
morphological, lexical and syntactic universals. The wuniversal
phonetic phenomenon is that all languages have vowels and
consonants. As for morphology, in most languages a)words are
structured into morphemes; b) morphemes function as full and auxiliary
elements. As for lexis, in all languages a) vocabulary presents a system
of semantic fields; b) there exist polysemy, synonymy, homonymy, and
antonymy. As for syntax, all languages possess distribution of the
subject, the predicate and the secondary elements (SVO) in the sentence.
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Type denotes a generalized form of features characteristic of a
number of languages, e.g., in syntactic typology they differentiate between
several types according to the basic word order of a language. Thus, there
are SOV, SVO, OVS, OSV, VOS and VSO types. English and Ukrainian
belong to the SVO type, while Turkish represents the SOV type.

Typological dominant features are the phenomena registered very
often either at the language level or in the structure of a certain language.
Thus, analytical connection in English and synthetic connection in
Ukrainian word groups are typological dominant features of these
languages on the syntactic level.

Typological recessive features are those phenomena, which lose
their former dominant roles: the dual number in Ukrainian, the case in
Modern English. While comparing the languages, we single out their
isomorphic (common)andallomorphic (divergent) features.

Isomorphism (Greek morphe ‘form or structure’, iso- ‘equal’)
means “equal structure”. The term “isomorphism” meaning ‘“‘similarity,
likeness” or even ‘“identity” was introduced by a Polish linguist
J. Kurilovich (Jerzy Kurylowicz) who borrowed it from mathematics.
Initially referring to the structuralist, in particular glossematic, hypothesis
that the expression and meaning of linguistic signs show structural
parallelisms, the term “isomorphism” is used in current linguistic theory to
designate the one-to-one correspondence between expression and meaning.
Isomorphism can exist between different levels of linguistic analysis, e.g.,
between the syntactic and the semantic structure of expressions. In
Contrastive Linguistics, isomorphism is observed in common traits in the
languages  contrasted,  divergent  (different)  traits = manifest
allomorphism of the languages contrasted.

Metalanguage is a special instrument of comparison:

— any natural language;

— a linguistic category (e.g., gender, voice, person, etc.);

— any postulate of General Linguistics (e.g., polysemy, semantic
field, etc.).

The etalon language is a hypothetical language created for the sake
of contrasting languages.

A world language is a language spread throughout the world and
understood by many people. Greek and Latin used to perform this
function. Nowadays English and French are used for international
communication in different spheres. English, French, Russian, Chinese,
Arabic, and Spanish are officially recognized as the languages of the
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United Nations Organization because they: 1)represent big nations;
2) possess great cultural heritage; 3) play an important role in world
politics.

Artificial languages were considered to perform international
functions at the end of the 19™ century, though these attempts failed
because they: 1) were not natural; 2) had no spoken norm; 3) lacked
emotional colouring.

Language Norm (competence) is the correct form (conventionally
recognized as correct) in the language system.

Speech Norm (performance) is the language form recognized in the
process of communication without leading to misunderstanding.

The results of Contrastive investigations may be applied in
1) translation practice; 2) compiling dictionaries; 3) teaching foreign
languages, though Contrastive Linguistics is not a purely practical branch
of linguistics. It is a theory of language types and classification of
languages according to their types.

Traditionally, Contrastive Linguistics is defined as a branch of
General Linguistics, which reveals and studies specific individual
linguistic characteristics of some phenomena of the given language and
other languages and typological characteristics common to a group of
languages. It should be taken into consideration that the division of
contrastive investigations is formal to some extent. On the one hand,
systematic contrastive researches may be not purely theoretical and are
often supplied with some definite results of comparison between or among
linguistic phenomena. On the other hand, systematic practical contrastive
descriptions may contain some theoretical considerations and conclusions.

1.3 Contrastive Lexicology in the System of Linguistic Studies,
its Subject-Matter and Basic Tasks

Lexicology (Greek /exis ‘word’ and logos ‘learning’) is a branch of
linguistics — “the science of the word”. The literal meaning of the term
“lexicology” gives, however, only a general notion of the aims of this
branch of linguistic science.

Lexicology as a branch of linguistics is concerned with words and set
phrases (phraseological units), and also morphemes, which make up
words. Lexicology has its own aims and methods of scientific research.

The basic task of Lexicology is a study and systematic description of
vocabulary in respect to its origin, development and its current use.
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The term “vocabulary” is used to denote the system formed by the
sum total of all the words and word equivalents (phraseological units) that
the language possesses.

The term “word” denotes the basic unit of a given language (the
largest on the morphological and the smallest on the syntactic plane of
linguistic analysis) resulting from the association of a particular meaning
with a particular group of sounds capable of a particular grammatical
employment. A word therefore is simultaneously a semantic, grammatical,
and phonological unit. It is a structural and semantic entity within the
language system. These entities together form a vocabulary.

The term “system” as used in present-day Lexicology denotes a set
of elements associated and functioning together according to certain laws.
The lexical system is not homogeneous. Its central part is formed by
lexical units possessing all the distinctive features of words. Phrasal verbs,
complex prepositions, some compounds, phraseological units, etc. function
as lexical items of the vocabulary of the language. The lexical system
contains productive elements typical of this particular period, others
that are archaic and are dropping out of usage, and, finally, some new
phenomena, neologisms.

The elements of lexical system are characterized by their
combinatorial and contrastive properties determining their syntagmatic
and paradigmatic relationships.

Syntagmatic (combinatorial, linear, speech) relations define
the meaning of the word when it is used in combination with other words
in the flow of speech. For instance, compare the meaning of the verb “to
get” in the sentences: He got a letter. He got tired. He got to London. He
could not get the piano through the door.

Paradigmatic (contrastive, language) relations exist between
words belonging to one subgroup of vocabulary items (e.g., verbs of
motion, of sense perception, sets of synonyms, etc.) that can occur in the
same context and be contrasted to one another on the basis of similarity
(rows of synonyms, e.g., fine, nice, beautiful,; kpacusuti, uyoosuil,
npekpacHuii, etc.), opposition (pairs of antonyms, e.g., day — night, hot
— cold; npasopyu — nisopyu, ceiu — uyoicuti, etc.), inclusion (groups of
hyponyms, e.g., mother, father, sister, brother; mamu, bamexo, cecmpa,
opam, etc.). Paradigmatic relations are observed in the system of language,
e.g., to go (run, walk, stroll) a mile (a kilometer, a long distance).

Distinction 1s made between General Lexicology and Special
Lexicology. The general study of vocabulary, irrespective of the specific
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features of any particular language, is known as General Lexicology.
Linguistic phenomena and properties common to all languages are
generally referred to as language universals. Special Lexicology devotes
its attention to the description of the characteristic peculiarities in the
vocabulary of a given language. Thus, Special Lexicology is the
Lexicology of a particular language (e.g., English or Ukrainian).

Vocabulary studies include such aspects of research as etymology,
semasiology and onomasiology.

Etymology is the branch of linguistics which studies the origin or
derivation of words. In many cases, the etymology of a word reveals itself
in comparative historical studies.

Semasiology is the branch of linguistics whose subject-matter is the
study of word meaning. The term “semantics” is used to denote the lexical
meaning of words or phrases.

Onomasiology is the study of the principles of the signification of
things and notions by lexical and lexico-phraseological means of a given
language. It is especially important in studying dialects where one and the
same object finds its different signification in different regions of the
country.

There are two principal approaches in linguistic science to the
study of language material, namely, the synchronic, or descriptive,
which is concerned with the vocabulary of a language as it exists at a given
time, for instance, in Old English or at the present time, and diachronic,
or historical, which deals with the changes and the development of
vocabulary in the course of time. Consequently, there are two types of
Lexicology: Descriptive Lexicology and Historical Lexicology.

Descriptive Lexicology deals with the vocabulary of a given
language at a given stage of its development. It studies the functions of
words and their specific structure as a characteristic inherent in the system.
Descriptive Lexicology deals with morphological and semantic structures
of words, investigating the interdependence between these two aspects.
These structures are identified and distinguished by contrasting the nature
and arrangement of their elements.

Historical Lexicology deals with the evolution of any vocabulary, as
well as of its single elements, as time goes by. Historical Lexicology
discusses the origin of various words, their change and development, and
investigates the lingual and extra-lingual forces modifying their structure,
meaning, and usage. In the past, historical treatment was always combined
with the comparative method. Historical Lexicology has been criticised for
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its atomistic approach, i.e. for treating every word as an individual and
1solated unit. This drawback 1s, however, not intrinsic to the science itself.
Historical study of words is not necessarily atomistic. In the light of recent
investigations, it becomes clear that there is no reason why Historical
Lexicology cannot survey the evolution of a vocabulary as an adaptive
system, showing its change and development in the course of time.

Closely connected with Historical Lexicology is Contrastive and
Comparative Lexicology. This branch of study provides a theoretical
basis on which the vocabularies of different languages in their
historic development can be compared and described. Of primary
importance in this respect is the comparison of the historic development of
the foreign language with that of the mother tongue. In the 19" century,
with the use of sets of phonetic correspondence, philologists explored and
proved genetic relationships between words in different languages. It
became clear from intensive work on the great historical dictionaries that
multiple meaning for words is normal, not an exception. Comparative
studies showed that, save for specific technical terms, there are no two
words in two languages that cover precisely the same area.

At the beginning of the present-day, vocabulary study was still
mainly concentrated on historical problems. Only after Saussure, an
entirely new approach to language had been evolved: it had come to be
understood as a system of synchronous symbols deriving their meaning
and significance from differences and oppositions within this system. The
centre of interest in its turn has shifted to the synchronic level, the
spoken utterance and structure. Lexicologists are now describing what the
vocabulary of the language is like, rather than how it came to be that way.

Contrastive Lexicology is a new type of vocabulary studies aiming
at establishing differences and similarities between present-day
languages in the course of their systematic description (see Supplementary
Material for Self-study, text 2).

Therefore, the subject-matter of Contrastive Lexicology is the
contrastive analysis of language vocabularies and lexical items in respect
of their structural, semantic, and functional features. Contrastive analysis
is for the most part synchronic and compares both related and unrelated
languages. It deals with lexis in contrast as manifested in the
development of the two unrelated languages, as Ukrainian and English
(see Supplementary Material for Self-study, text 3).

Among the basic tasks of any research in the field of Contrastive
Lexicology are the following:
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1) to study lexical units of the languages compared;

2) to investigate the problems of word-structure and word-formation
in the languages under consideration;

3) to study the problem of interrelation of a word and its meaning;

4) to identify and classify the main isomorphic and allomorphic
features characteristic of lexicons of the languages studied;

5) to single out the isomorphic regularities and describe allomorphic
singularities in the lexicons of the languages investigated.

Furthermore, Contrastive Lexicology also covers a number of
fundamental issues, such as lack of one-to-one correspondence between
expression and content, divergences in the semantic structure of the
lexicons, variation in usage. There are also some decisive criteria in trying
to estimate the relative range of lexis in contrast: socio-historical
circumstances, borrowings and their assimilation, etc.

It is commonly assumed that all languages have vocabulary systems in
which words differ in sound-form but refer to reality in the same way. From
this assumption, it follows that for every word in the mother tongue, there
is an exact equivalent in a foreign language. But a convincing
counterargument is that, though the objective reality exists outside human
beings, irrespective of the language they speak, every language classifies
reality in its own way by means of vocabulary units. In English, for
example, the word foot is used to denote ‘the extremity of the leg’. In
Ukrainian there is no exact equivalent for foot; ‘croma’ is a little bit
smaller than foot, the word ‘nora’ denotes the whole leg including the foot.
Differences in the lexical meaning of correlated words account for the
differences of their collocability in different languages.

One more example is provided by the words watch and clock. 1t is
natural for Ukrainian speakers to have a single word to refer to all devices
that tell us what time it is; yet in English they are divided into two classes
depending on whether or not they are customarily portable. We also find it
natural in English to use the term fortnight to reflect the meaning ‘two
weeks’. Yet in Ukrainian we fail to find one single word (in Ukrainian: dsa
muocni). In other words, the contrastive analysis brings to light what can be
labeled as problem pairs, 1.e. words that correspond to two different words
in another language, as you can see above.

Each language contains words which cannot be translated directly
from this language into another. Traditional examples of untranslatable
English words are sophisticated and efficient. But this 1s not to say that the
lack of word-to-word equivalents implies the lack of what is denoted by
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these words. In the English synonymic set brave, courageous, bold,
fearless, audicious, valiant, valorous, doughty, undaunted, intrepid, each
word differs in certain components of meaning from the others: brave
usually implies resolution and self-control in meeting, without flinching, a
situation that inspires fear, courageous stresses stout-heartedness and
firmness of temper, etc. Comparing the corresponding Ukrainian synonymic
set xopobpuil, be3cmpawHull, CMITUBUU, MYICHIU, 8I108aAJCHUIL, €tC., We See
that the Ukrainian word cminusuti may be considered as a correlated word
to either brave, valiant or valorous and also that no member of the
Ukrainian synonymic set can be viewed as an exact equivalent of any single
member of the English synonymic set in isolation. Different aspects of this
quality are differently distributed among the words making up the
synonymic set. If we abandon the notion of word-for-word equivalence, we
can assume that

1) anything which can be said in one language can be translated more
or less accurately into another;

2) correlated polysemantic words of different languages are not, as a
rule, co-extensive, e.g., head of a coin stands for cmopona ‘opein’;

3) the meaning of any word depends, to a great extent, on the place it
occupies in the set of semantically related words.

Thus, the theoretical value of Contrastive Lexicology becomes clear
if we realize that it forms the study of one of the three main aspects of
language, i.e. its vocabulary, the other two being its grammar and sound
system. It is obvious that there are a lot of differences among English and
Ukrainian lexical systems as even a superficial examination of their sound
patterns, vocabularies, and word order reveals. But this does not mean that
there are no limits on the type of lexical systems that human beings can
acquire and use. Quite to the contrary, current research suggests that there
are important lexical principles and tendencies shared by all human
languages. Studying these principles contributes to the development of the
general linguistic theory and is the main concern of Contrastive Lexicology.

Last but not least, Contrastive Lexicology came into being to meet the
needs of many different branches of applied linguistics, namely of
translation, lexicography, standardization of terminology, information
processing, foreign language teaching, literary criticism and others. Its
practical value cannot be overestimated as it stimulates a systematic
approach to the facts of the vocabulary and plays a crucial role in the
general training of every linguist.
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1.4 Typological Isomorphism and Allomorphism of the English
and Ukrainian Lexicon

All modern languages have developed common layers of lexicon
which came into being under the influence mainly of social, economic,
political, historical and other extra-lingual factors. They are the layers
which form dialectal, international, specifically national, etc. lexicons.

The lexicon is a list of all the words in a language. It can be thought
of as a list of all possible roots of a language, or all morphemes (parts of
words that contain no smaller meaningful parts) that can stand alone or be
combined with other parts to produce words. Each of them has distinctive
features in common. Thus, the functioning of a dialectal lexicon is
restricted to a definite territory.

I[somorphism of the English and Ukrainian lexicon is determined
by the common linguistic principles of contrastive classification of
lexicon, which are based in all languages on the following distinguishing
features of words:

a) their common lexical and grammatical nature;

b) their belonging to a common lexical and semantic group;

c) their peculiar stylistic function and meaning;

d) their denotative or connotative (or both) meanings, etc.

In accordance with the most general lexical and grammatical
meanings of words, they are grouped in the contrasted languages into:

a) notionals;

b) functionals.

The notionals serve as principal means of nomination and constitute
the bulk of English and Ukrainian lexicon. The notionals have, apart from
their often complicated semantic structure, different morphological,
stylistic, and syntactic features of their own.

There are the same classes of notional words in both
languages. A word may express the most general implicit (not clear at first
sight) meanings of substantivity, verbiality, adverbiality, and deitic
properties, thus representing nouns, pronouns, numerals, verbs, adjectives,
adverbs, and statives.

Common (isomorphic) therefore are 12 lexical and grammatical
classes of words (parts of speech), each of which has mostly the same
properties in the contrasted languages. But it is not always possible to state
what part of speech the word belongs to, e.g., blue, hand, house may be
both nouns and adjectives or verbs in English. It is mostly not so in
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Ukrainian, whose words clearly display their lexical and grammatical
meaning, €.g., CUHIli — CUHIMU — CUHAK, PYKA — PYYHUL —8py1amu; 000puil
— 0obpe — 000psk — Oobpoma;, xama — Xamuitl’ pooumu — poboma —
POOIMHUK; npays — npyr08amu — NPayiHuxK, etc.

As to functional words, they are common except for the articles
(allomorphic feature). Namely: prepositions, conjunctions, particles,
interjections, modal verbs, and modal words / phrases.

Another isomorphic feature of the English and Ukrainian
lexicon is represented by classes of words distinguished in both languages,
which represent common lexical semantic groups (LSGs). Words of
LSGs may have a regular hyponymic relationship in English and
Ukrainian. Cf: the notion of “a dwelling” unites the following row of
nouns denoting different kinds of shelter: house, cottage, bungalow, villa,
palace, apartment, dug-out ‘niedepa, 3eMisIHKa’, shanty ‘xamymna’, mud-
house ‘TIIMHSIHKA .

Common LSGs can be observed among English and Ukrainian
adjectives denoting dimensions; verbs of saying; local prepositions.

The morphological systems of the English and Ukrainian languages
are characterized by a considerable number of isomorphic as well as of
several allomorphic features.

The isomorphic features are due to the common Indo-European
origin of the two languages, while allomorphism has been acquired by
the English and Ukrainian languages in the course of their historical
development and functioning as independent national languages.

The principal typological constant of the morphological level
is the morpheme. As to its structure, the morpheme may be:

a) simple (one-phoneme): a-, -s, -t, etc. (alike, says, burnt) in English
and -a, -u, -y, 3-, ¢-, etc. in Ukrainian (eecua, xamu, 6epy, 3'icmu,
cxoeamit) or

b) compound, ¢.g., -ment, -hood, -ward, -cTBO, -CbKHMH, -IbKHUI,
etc. as in management, brotherhood, seaward, cycninbcmeo, cinbCbKull,
mraywvKut, etc.

The complexity of its nature, structure and meaning makes the
morpheme one of the main objects of contrastive study at the
morphological level. Moreover, the morpheme in English and Ukrainian
has some peculiar features, which are characteristic of each of these
contrasted languages.
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Root morphemes

English has a much larger number of regular root morphemes than
Ukrainian. Consequently, the number of inflexions expressing the
morphological categories is much smaller in English than in Ukrainian.

Moreover, a lot of notionals in English lack even the affixes which
can identify their lexical and morphological nature. Free root-morphemed
words, though fewer in Ukrainian, are still represented in all lexical and
morphological classes, such as nouns, verbs, adjectives, etc. of both
contrasted languages. Cf. arm, pen, boy, work, do, red, he, she, it, five,
this, ten, here, far, etc. Similarly in Ukrainian: uic, 106, uy6, mu, xmo,
mpu, mym, oe, 8iH, €tc.

Free root morphemes in English and Ukrainian can also be
functionals, e.g., but, till, on, not, through, just (a moment), mog, cemn,
mak, nesHe, Modce, 0x, 03eHb, 2ae6, He, Hi, 610, Ha, Nio, etc.

Root morphemes can often form part of the stem, which is especially
characteristic of present-day English and Ukrainian, e.g., workers,
friendliness, concerning, beautiful, pobimunuymeo, 6e3medicHicmy,
nepeoosicHYmuUcs, nepepoousui, MenieHbKo, menieceHvKo, ete.

Affixal morphemes

These are mainly suffixes and sometimes also prefixes.

The number of suffixes in the contrasted languages considerably
exceeds the number of prefixes. The number of suffixes in English does
not exceed 100, there being 60 noun-forming, 26 adjective-forming,
5 verb-forming and 3 adverb-forming suffixes.

Among the noun-indicating / forming suffixes in English are: -acy,
-ance, -ion, -dom, -er, -ess, -hood, -ics, -ism, -ity, -ment, -ness, -ship, -ty
and others, e.g., democracy, alliance, delegation, freedom, writer,
falsehood, politics, feudalism, government, management, fitness, likeness,
penmanship, friendship, loyalty, etc.

The adjective-indicating suffixes are: -able, -al, -ial, -fold, -ful, -ic,
-ile, -ish, -less, -ous, -some, -ward, -y and some others, e.g., capable,
formal, presidential, manifold, grateful, laconic, futile, selfish,
meaningless, dangerous, tiresome, eastward, happy, silly, etc.

The verb-indicating suffixes are: -ate, -en, -esce, -ify, -ise, e€.g.,
negotiate, facilitate, blacken, shorten, acquiesce, beautify, purify,
demobilize, organize, etc.

The adverb-indicating suffixes are: -ly, -wards, -ward, -ways, e.g.,
quickly, slowly, southward / southwards, sideways, etc.
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Ukrainian word-forming suffixes are more numerous and also more
diverse by their nature, there being special suffixes to identify different
genders of nouns that are practically missing in English.

Thus, masculine gender suffixes of nouns in Ukrainian are:
-HHUK, -iBHUK, -UILHUK, -4, -iK / -iK, -elb / -€ub, -ap / -gap, -Up, -UCT, -
ict, -Teab, -aab and others, e.g., meduk, cocnodapHux, paxiéHux,
KepMaHuy, Kpaseyb, XiMIiK, npo3aik, 6oeysb, waxmap, Myaap, opueaoup,
36upau, 0isgu, OKyIicm, 8Uxo8amensb, CKpunaiv, etc.

Suffixes of feminine gender in Ukrainian usually follow the
masculine gender suffix in the noun stem, the most frequent of the former
being -xk/a/, -un/s/, -ec/a/, -yx/al/, -m/a/, -iBu/a/, etc., e.g.,
guxoeam-enb-K-d, pao-ucm-k-a, Cnig-au-K-a, Yu-eH-uy-s1, mKay-ux-d,
noem-ec-a, Ko8anb-i8H-a, Mope-yx-a, oupexm-op-ui-a, CemeHis-Ha, etc.
The corresponding English suffixes (-or, -ess, -me, -rix, -ine, -ette)
identify the masculine and feminine sex and not the grammatical gender,
e.g., actor, emperor, actress, poetess, directrix, emperatrix, heroine, etc.

English nouns with the so-called “gender suffixes” do not differ
functionally from other nouns which have no such suffixes e.g., The
actor / actress sang and The bird sang. Ukrainian gender nouns, however,
always require corresponding gender forms in attributes and predicates
e.g., Monoouii apmucm cnisas. I apna apmucmka cnieana. Pankose ne6o
cipino. Mani nmawxu cnisanu. Yoprnuii éopon cudie. Cusa 6opona cuoina.
Cipe komens HABKATO.

Suffixes of neuter gender are mostly used in Ukrainian to
identify abstract and collective nouns and names of materials, babies, cubs,
nurslings, as in the following nouns: swciro-yme-o, yuumenv-cme-o, Hepoo-
Ccme-0, 6AOU-N1-51, 3ACU-I-51, 301-JiCIHC-5, KINO-YU-51, CMIi-MM-5, 20Pi-HH-5,
8eli-HH-51, mepn-iHH-41, etc.

The number of suffixes forming only diminutive nouns in
Ukrainian i1s as many as 53, compared with 16 suffixes in English, only
4 of which are practically productive, e.g., gooseling, girlie, booklet,
daddy, granny, etc.

Prefixes in the contrasted languages modify the lexical meaning of
the word. They may sometimes change even the lexical and grammatical
nature of the derivative word.

Word-forming prefixes pertain mostly to the English language where
they can form different parts of speech, e.g.:

Verbs: bedew, embed, encamp, enable, denude, disable, endear, etc.

Adjectives: antiwar, nonparty, prewar, postwar, etc.
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Statives: aboard, alike, asleep, etc.

Adverbs: today, tomorrow, together, etc.

Prepositions: below, behind, etc.

Conjunctions: because, unless, until, etc.

In Ukrainian, only some conjunctions, prepositions and adverbs can
be formed by means of prefixes, e.g., sdens, 6Hnoui, no-uawomy, no-
HOB8OMY, HAOIK, 60pyze, 8Mpeme, OCKIIbKU, BHACNIOOK, 820Dy, 3HU3Y,
woHatmenuie, etc.

[somorphic is also the use of two (in English) and more (in
Ukrainian) prefixes before the root / stem, e.g., re-em-bankment, nepe-po3-
no-oinumu, etc. In Ukrainian, three prefixes may be used to modify the
lexical meaning of nouns, adjectives, past participles, and verbs, e.g., He-
00-8U-MOJIOM,  HE-00-8U-MOp2,  He-00-8U-MOJIOYEHUl,  He-nepe-po3-
noodinenuil, He-00-8U-mopayeamu, etc.

Agglutination

This 1s a mechanical adding of one or more affixal morphemes in
pre-position, post-position or in inter-position to the root morpheme.
Somewhat different, however, is the quantitative representation of the
parts of speech that are formed in the contrasted languages by means of
pre-posed agglutinating morphemes.

Pre-positive agglutinators, apart from forming new parts of
speech or creating some shades in the lexical meaning of many such words
(cf. do — undo — overdo, lead — mislead; Ukrainian: cxio — 3axio — suxio —
doxio — npuxio, etc.), can also perform some purely grammatical functions.
Thus, they can sometimes turn the intransitive verbs into transitive, e.g.,
live — outlive, vote — outvote; Ukrainian: sxcumu — dosxcumu — npoxcumu —
nepesicumu, cnamu — nPoCcnamu — nepecnamu, niaKkamu — oniaxkamu, etc.
In Ukrainian pre-posed affixes can change imperfective verbs into
perfective (cf. oumu — 36umu — 3ab6umu — dobumu — po3oumu; uUMuU —
8UBYUMU — 00BUUMU — 3A8HUUMU — nepesyumu, etc.).

Post-positive agglutination is observed in both contrasted
languages, being in Ukrainian even more frequent than in English. All
Ukrainian infinitives without exception are formed by mechanical adding
to the root the post-positive morphemes -t / -Tb, -¢sl, -KM, -OHbKH, -
Tyci / -tyHi (diminutive forms), e.g., wunabumu, npoaumu, 3Mumu,
onpayoeamu, 3IUMucs, CNamkKu, icCmKu, NUMOHbLKU, CRAMYCI/ CnamyHi,
etc. In English, most of the indefinite form infinitives are pure root-
morphemed words (e.g., to come, to live, to love, to fly, to sit, to read, to
swim, to warm, etc.).
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Post-positive agglutination is often used to form nouns in both
contrasted languages as well. For instance, in English: attendance,
freedom, employee, hostess, boyhood, highness, friendship, etc.

Similarly, in Ukrainian: uyorcak, 6ionsk, Oyoap, eycisap, 6aeau,
bopeudb, COHNUBICIDb, XOJIOOOK, SICHICHDb, €tC.

Among other parts of speech formed by means of post-positive
agglutinators in both languages are adverbs, e.g., nicely, sideways,
westwards; eapHno, weuoxo, suuje, etc. and numerals, e.g., fifty, sixty,
fifteen, eighteen; oounaousams, 08aHaAOUAMb, 08A0UAMD, CiMOecam, etc.

In English: relative adjectives, e.g., economic, Polish, political, etc.

In Ukrainian: statives, e.g., mpeba, modxcHa, npuxpo, kpawe, etc.

Single post-positive affixal morphemes are also agglutinated in the
contrasted languages with compound stems of verbs, nouns, adjectives,
and adverbs, as in the following words: back-bit-ing, cock-fight-ing, trust-
worth-y, grass-hopp-er, sky-scrap-er, etc. Similarly in Ukrainian: ooxo-
cell-elyb, KOCO-0K-ICmb, 00HO-0IUH-icmb, etc.

Isomorphic is also the post-posed agglutination of two affixal
morphemes to a stem. The stems thus formed can be of different lexical
and grammatical nature. Cf: nouns (cap-able-ness, equal-iz-er, respons-
ibil-ity); adjectives (commun-ic-able, mean-ing-ful, mot-ion-less);
numerals (thir-teen-th, twen-tie-th), adverbs (fool-ish-ly, nation-al-ly,
need-less-ly, power-ful-1y).

Root morphemes in the contrasted languages can be agglutinated pre-
posed and post-posed simultaneously as in the English words dis-agree-
able-ness, in-corrupt-ibil-ity, in-disput-able-ness, ir-res-pons-ibil-ity, in-
communic-able-ness, un-real-ist-ic-ally, etc.

Or in Ukrainian: xe-pean-icm-uu-u-o, 3a-no-oie-1-ug-icmo, 3a-poo-
im-u-au-um, He-nepe-gepui-e-Ho, 0e3-8i0N0BI0-AlbH-ICMb, HE-KOMYHIK-
abenvH-icmb, nepe-winm-yea-mu-cs, etc.

Agglutination is also a productive means of compounding (especially
in English) where different parts of speech may be formed in this way —
nouns, verbs, adjectives, and adverbs, e.g., present-day, short-sighted,
broad-minded, long-range, hi-jack, to April-fool, goose-step, cross-
examine, plate-rack, sideways, etc.

Or in Ukrainian: 6Oypsam-moneon, ouzeinb-ceHepamop, O08ilKa-
bauoapxa, wagha-xon00unbHUK, KAxu-Kaxu, muyb-muyb, 4082-4082, CIK-
mak, xou-He-xou, etc.

Highly productive in English is also the agglutination with the help
of prepositions, e.g., commander-in-chief, matter-of-fact, up-to-date, etc.
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Agglutination of predicative units is observed in both languages
though more common it is still in English, e.g., pick-me-up, forget-me-not,
merry-go-round, push-me-pull-me, Gradgrind, Mr. Know-All, etc.

Cf. Ukrainian family names as Kyu6ioa, Heioxxcmax, Hezosubamoko,
Henutisooa, Iliokytimyxa, Youtigosx, etc.

Only in English, however, there observed agglutination of
abbreviated parts with root nouns like A-bomb, X-mas, X-ray, etc.
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Supplementary Material for Self-study

Text 1
An Outline of Contrastive Linguistics Historical Development

The problem of synchronic comparison of different languages
attracts the attention of the linguist at present. The first attempt to describe
comparative characteristics of speech units of different European
languages was registered at the beginning of the 20™ century.

W. Wiétor compared some phonetic characteristics of German,
English and French. A. Tomson, a professor of Odessa University,
published some articles and essays devoted to the comparative description
of Russian, Ukrainian and Armenian languages.

[. Baudouin-de-Kourtenay, V. Bogoroditsky, E. Polivanov and others
outlined some principles of language comparison and compared Russian
with some other languages.

In 1936, V. Matesius, a representative of a well-known “The Prague
Linguistic Circle”, pointed out the importance and the necessity of the
synchronic comparative linguistic analysis. V. Matesius wrote that
synchronic comparative method of investigations contributed to a more
thorough analysis of the language.

In 1953, W. Weinrich, another representative of “The Prague
Linguistic Circle”, put forward an important scientifically substantiated
suggestion about differential description of the languages.

Another linguist, E. Naugen, brought forward a new theoretical
conception. E.Naugen, in his two-volume monograph ‘“Norwegian
Language in America” (1953), brought up the concept of “dialinguistics” —
synchronic comparative investigations of the individuals who have a
complete command of two languages.

At the same time Daniel Jones, the “Father of English Phonetics”,
was one of the first who systematically compared a foreign language with
the pronunciation of the native tongue of his learners — French. In all the
reprints and editions of his wellknown book “An Outline of English
Phonetics”, comparing English pronunciation with the French one, he
recommends French learners how to avoid mistakes in English which is a
foreign language for them.

In Ukraine, typological analysis of different languages began to be
applied in the middle of the 20" century.
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In 1957, the first contrastive manual “Contrastive Grammar of the
Ukrainian and English languages”, a textbook written by a group of
linguists,  appeared  (T. baiimytr, = M. boituyk, = M. BonbiHCckui,
M. XKosrobprox, C. CamoiisIeHKO).

In 1958, systematic synchronic comparison of the foreign and the
Ukrainian speech sounds based on experimental investigations were
published: “Comparative analysis of consonants in contemporary
Ukrainian and German languages” (IIpokomnoBa 1958) and “Comparative
analysis of systems of English and Ukrainian vowels and consonants”
(bpoBuenko 1958).

In the 1960°, a fundamental textbook for teachers “Comparative
Grammar of Ukrainian and English languages” (OKnykrenko, 1960) and
the manual “English Phonetics” based on the experimental bilingual
contrastive analysis of phonetic systems of English and Ukrainian
languages (Brovchenko, Bant 1964) were published.

The scientific works mentioned above, the results of original
contrastive investigations, were valuable not only for the teachers and
learners of English and German languages whose native language was
Ukrainian, for translators and interpreters, but contributed to some extent
to the theory of contrastive phonetics.

In the collective monograph “Intonation of Speech” published by the
Academy of Sciences of the Ukrainian Soviet Socialist Republic (1963),
an article written by I. Borisjuk “Intonation characteristics of rhetoric
questions in Ukrainian and French dialogical speech” (bopuctox 1968)
was the result of comparative experimental investigation of the intonation
of rhetorical questions in French in comparison with the native language of
the learners — Ukrainian.

The intonation structure of English and Ukrainian utterances in
dependence on the position of the semantic centre was investigated by
T. Brovchenko in the article “Intonation contour of semantic centre in
English and Ukrainian speech” (bpoBuenko 1979). The comparative
analysis made it possible to reveal acoustic characteristics of the intonation
structure of the utterances with different positions of the semantic centre
common in English and Ukrainian and those specific in each of the
analysed languages.

V. Bublic, in his article “Gnoseological basis of Contrastive
analysis” (byomuk 1979), analyses, from the point of gnoseology (theory
of science), psychological treatment of the process of learning a foreign
language on the basis of the native language and describes the peculiarities
of this process, its difficulties and complexity.
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The collective monograph “Comparative investigations of English,
Ukrainian and Russian languages” published in 1980 (edited by
Yu. Zhluktenko) was devoted to the problems of comparative analysis of
phonological, morphological and syntactic peculiarities of the three
languages.

In the introductory section “The foundation of the contrastive
analysis of speech” (OKnykrenko 1981), Yu. Zhluktenko gives a survey of
the history of development of contrastive linguistics, discusses and further
develops its main problems — the subject of contrastive linguistics, the
discrimination between contrastive and typological studies, connection
between theoretical and pragmatic aspects of contrastive and typological
analysis, the choice of the model of contrastive analysis and others.

In the section “Comparative analysis of English, Ukrainian and
Russian phonological systems” (bpoBuenko 1981), T. Brovchenko came to
theoretically and practically well founded conclusions about the main
specific and common phonetic peculiarities of the speech sounds
characteristics of the phonemic systems of the two examined languages. A
list of the most typical mistakes of Ukrainians learning English and the
methods of avoiding them was presented.

Contrastive phonetics continued to be developed vigorously since the
1970° up to the end of the 20™ century in different countries of the world.
Contrastive linguistic phonetic investigations may be divided into three
main trends: a)the theory of contrastive linguistics; b) the methods of
contrastive linguistic analysis of speech; ¢) comparative linguistic analysis
of phonetic characteristics and the structure of different languages.

In the monograph “Typology of speech intonation” (Hymuksa
1986), E. Nushikyan gave a detailed analysis of acoustic characteristics of
various types of emotions in English in comparison with the corresponding
emotional variants in Ukrainian, and presented an original classification of
English and Ukrainian emotions.

In the monograph “Intonation of modality in sounding speech” by
T. Koroljeva (Koponésa 1989), the phonetic structure and functions of
modal utterances in English and Ukrainian speech were investigated.
Original systematic semantic approach and electronic experimental
analysis made it possible to determine intonation peculiarities of the main
types of modal utterances and their variants.
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Text 2

Fundamentals of Contrastive Lexicology Research
(http://navigator.rv.ua/wp-content/uploads/2019/01/
Demenchuk Contrastive-Lexicology.pdf)

According to the aim and object of investigation there are three
branches of Linguistics that deal with comparison (Demenchuk 2018):

A.Comparative-Historical Linguistics, the aim of which is
to study phylogenic relations of languages in their development.

B. Areal Linguistics that focuses on a secondary affinity of
languages, linguistic unions, relationship of linguistic phenomena
irrespective of the degree of their phylogenic relations.

C.Contrastive Linguistics and Typological Linguistics
(or Linguistic Typology) that try to establish similarities and differences
between languages irrespective of the degree of their phylogenic relations.

There are five trends of Contrastive Linguistics, which according
to Yu. Zhluktenko (OKnykrenko 1989) determine various approaches to the
object of investigation. There are the following trends:
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A. Characterological (the so-called ‘“analytical comparison of
languages” initiated in the works by I. Baudouin de Courtenay and the
linguists of the Prague School), which aims at revealing the systemic
features of language by comparing it with other synchronous linguistic
systems and on this basis to provide it with a detailed linguistic
description.

B. Typological, which aims at revealing in the contrasted
languages isomorphic (common) features that are essential for establishing
a language type.

C.Translational, which establishes functional correspondence
and the degree of linguistic items’ equivalence and congruence in the
contrasted languages. The specificity of this approach consists in reducing
the comparison to only two languages, the analysis of which is
unidirectional — from source to target language.

D.Didactic (Pedagogical), which lays foundation for methods of
teaching a foreign language and reveals correspondences in native and
foreign languages. It provides with elaborating an effective strategy for
teaching a foreign language and working out preventive measures to avoid
L1 interference with L2 learning.

E.Bilingual, which investigates the mutual relationships of
languages in linguistic contacts and bilingualism.

Language as a system traditionally includes the following main levels:
phonetic, morphological, lexico-semantic, and syntactic. The contrastive
analysis of languages at those levels is accomplished based on two
independent approaches: 1) microlinguistic contrastive analysis,
aiming to proceed with investigations at the levels of phonology, grammar
and lexicon, and 2) macrolinguistic contrastive analysis, intending to
carry out a complex study at the level of text.

Contrastive Lexicology is a new branch of Contrastive Linguistics that
aims to perform a contrastive description of lexico-semantic systems of
languages that are contrasted. A complete contrastive analysis includes the
comparison at all levels of the lexico-semantic system (the level of
meanings, designations, lexico-semantic groups, lexico-semantic fields,
etc.). The analysis is considered to be based on a “taxonomy” principle,
i.e. the principle that takes into account the relations occurring between
lexical units of the contrasted languages:

-paradigmatic relations (relations between words and groups of
words based on the similarities and differences of their meanings);

-syntagmatic relations (linear, contextual relations of words);
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-epidigmatic relations (relations within a word, or between its
formal characteristics).

Taking into consideration the relations contrastive analysis is based
on, the following stages might be singled out:

a) ways of designation in the contrasted languages (words’ inner-
forms and onomasiological structures);

b) characteristics of semantic structures of words in the contrasted
languages (denotative and significative meanings);

c) stylistic and associative features of words in the contrasted
languages (expressive, evaluative, conceptual, etc. connotations);

d) intra-field (synonymic, antonymic, hyponymic, etc.) relations of
words in the contrasted languages;

e) inter-field relations (semantic shifts) of words in the contrasted
languages;

f) linear, contextual relations of words in the contrasted languages
(distribution, context, valence).
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Text 3
Methods of Investigations in Contrastive Lexicology

According to I. Arnold (1986), different methods of investigation can
be applied to contrasted languages. They are: methods of contrastive
analysis, operational analysis, distributional analysis, i1mmediate
constituents analysis, componential analysis, transformational analysis,
method of semantic differentiation.

Contrastive Analysis. Contrastive linguists attempt to find out
similarities and differences in both related and non-related languages.
Contrastive analysis grew as the result of the practical demands of
language teaching methodology, where it was empirically shown that the
errors which are made by foreign language students can be often traced
back to the differences in structure between the target language and the
language of the learner. This naturally implies the necessity of a detailed
comparison of the structure of a native language and a target one.
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Contrastive analysis can be carried out in three linguistic subsystems:

— phonology,

— lexicology,

— grammar (morphology and syntax).

Thus, the fundamental technique of Contrastive Linguistics is to
compare phonological systems, morphological systems, syntax and the
lexicon of two or more languages. We will try to give a brief survey of the
contrastive analysis on the level of lexis.

In Contrastive Lexicology investigations, contrastive analysis is
applied to reveal the features of sameness and difference in the semantic
structure of correlated words in languages contrasted.

Thus, on the level of lexical meaning, the contrastive analysis reveals
that correlated polysemantic words are not co-extensive. Difference in the
lexical meaning of correlated words also accounts for difference in their
collocability in different languages. For instance, the English adjective
brown and the Ukrainian adjective kopuunesuui, when taken in isolation, are
felt as correlated words in a number of cases, e.g., brown hat — kopuuneguii
kanenox. In collocation with some nouns, however, the Ukrainian adjective
kopuyresuti cannot be used in the same meaning in which the English word
brown is currently used, e.g., brown bread — uwopnuti xni6.

Contrastive analysis in Contrastive Lexicology investigations brings
to light the essence of what is usually described as idiomatic English,
idiomatic Ukrainian, i.e. the peculiar way in which every language
combines and structures various concepts to denote extra-lingual reality.

Operational Analysis. The group of English linguists, referred to as
London School of Linguistics, suggested operational analysis which
encloses operation of taking lexical units from the text with their further
segmentation and substitution. Within the method of contrastive
substitution, all units are defined by placing them into larger units. The
representatives of London school regarded the meaning of the word as a
complex of functions that a unit can possess. To discover the meaning of
the word it is placed into a wider context and observed in its relation to the
surrounding words. As an example, the homophones sow /sew are
analyzed: sow [sou] ‘ciatu’ carrots, onions, radish, etc. (words denoting
vegetables); sew [sou] ‘mutu’ dresses, shirts, etc. (words denoting articles
of clothing). The difference is not due to the meaning and peculiarities of
the nouns combined with the verbs but it lies in the meaning of the verbs
harvest ‘30upatu ypoxaii’ and mend ‘3ammBaru’. The procedure is based
on establishing a sort of associated paradigm for the unit analyzed.
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Distributional Analysis in its various forms is commonly used
nowadays. The term “distribution” is used to denote possible variants of
the immediate lexical, grammatical and phonetic environment of a
linguistic unit. The distribution of an element is the total of all
environments in which it occurs, i.e. the sum of all the different positions
of an element relative to the occurrence of other elements.

Observation of the word relations is facilitated by coding:

N — a noun, Np — a personal noun, Nm — a material noun, Ncoll — a
collective noun, V — a verb, A — an adjective, D — an adverb. Prepositions
and conjunctions are not coded.

When everything but the head-word of the phrase is coded, we obtain
the distributional formula,e.g.:

English Ukrainian

nae noir = 1ty + N sBuie npupoau (rain falls)
make smb laugh = make + N + V; #izae noizg = itu + N Heicrora (train runs)
make a coat = make +a + N; e yosoBik = itk + N icToTa (man goes)
make the machine go = make the [line aum = itu + N HeicToTa (it smokes)
N+V; mage 3uma = itm + N Heictora (Wwinter
make sure = make + A; approaches)
make a good wife = make + a + A + [iie 3amMix — marries
N We Ha IeHCIIo — retires

11e koHeM — moves the knight

A phrase all elements of which including the head-word are coded is
called adistributional pattern: fto make smb laugh — to V Np V.

The distributional analysis helps find out contextual meaning of a
word depending upon its combinability. It allows elaborating efficient
computer translation programs. Thus, analyzing distributional patterns of
the word miss in its different meanings (‘to fail’; ‘to hit’, ‘to reach’; ‘to
feel absence of smth with regret’ or ‘a title preceding the name of an
unmarried woman’) it is easy to give a proper equivalent to this word in
the sentence I really had relations with Miss Anderson:

Miss + N proper — address to a young woman.

Immediate Constituent Analysis. This method is aimed at analysis
of a linguistic unit by presenting it as a hierarchy of the elements
composing its structure. The theory of Immediate Constituents was
originally elaborated as an attempt to determine the ways in which lexical
units are relevantly related to one another. It was discovered that
combinations of units are usually structured into hierarchical sets of binary
constructions. For instance, in the word-group a black suit in severe style
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the indefinite article a 1s not related to adjective black, black to suit, dress
to in and so on. A structure which may be represented as a black suit and
in severe style is set up.

Thus, the fundamental aim of immediate constituents analysis is to
segment a set of lexical units into maximally independent sequences (in
the given case, there are two of them). These maximally independent
sequences are called immediate constituents. The further
segmentation of immediate constituents results in ultimate
constituents, which means that further segmentation is impossible as
no meaning can be found. Therefore, the ultimate constituents of the
phrase given are a, black, suit, in, severe, style.

The method of immediate constituent analysis is extremely fruitful in
discovering the derivational structure of words, e.g.:

non / govern / ment / al un / gentle /man / ly

pOTH / paKeT / H / uit 0e3 /1o /cepen /H /1

It helps define the type of morpheme connections in a word, the
word-building type and helps state the meaning of new forms created.

Componential Analysis. In this analysis, linguists proceed from the
assumption that the smallest units of meaning are semes or sememes.
So componential analysis is an attempt to describe the meaning of words
in terms of a universal inventory of semantic components and their
possible combinations. Distinctive features of meaning d1, d2, d3 can be
obtained by means of following procedure (Hjelmslev 1975):

d1=boy = man = ‘male’
girl = woman = ‘female’
d2 = boy = girl = ‘young’
man = woman = ‘adult’
d3 = boy = girl = ‘human’
bull = cow = ‘animal’

Therefore the meaning of the word a boy contains semantic elements
‘male’, ‘young’, ‘human’.

Consider the following definitions from A Thomas Hardy Dictionary
(1992): cow— ‘a full grown female of any animal of the ox family’
(complete definition containing all elements from the proportional
oppositions above); calf — ‘the young of the cow’ (incomplete definition,
its missing elements can be substituted from the previous one).

Other examples of componential analysis:

Bachelor — 1 — (object), (alive), (a human being), (a man), (a grown-
up), (one never got married); 2 — (object), (alive), (a human being), (a
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man), (a grown-up), (one having academic degree after first four courses
of college); 3 — (object), (alive), (a human being), (a man), (a grown-up),
(a knight who served under supervision of the other knight).

Father — (object), (alive), (a human being), (a man), (a grown-up),
(having at least one child).

Csexop — (object), (alive), (a human being), (a man), (a grown-up),
(having a married son), (in relation to his son’s wife).

Father-in-law — (object), (alive), (a human being), (a man), (a grown-
up), (having a married son or daughter), (in relation to his son’s wife or his
daughter’s husband).

Componential analysis helps define semantic fields and semantic
rows. Semantic field is a group of words which have common
semantic features, or semes, and can differ at least in one seme. A seme
common to all the words of the semantic field is called archiseme. Thus
archiseme for the verbs of movement (go, walk, run, slide, crawl, fly,
swim; umu, ixamu, noezmu, jaemimu, niuemu) 1S ‘move in space’
(‘pyxatuch y mpoctopi’). The rest of their semes are called distinctive
features, such as ‘speed’, ‘way’, ‘environment’. E.g., swim — (in water),
(move), (by movements of the limbs, fins, tail, etc.), nrasamu — 1. (Ha
BO1), (TIepecyBaTuch), (3a JOTIOMOTOI PYXiB KIHIIBOK); 2. (TPUMATHCH),
(Ha moBepxH1), (Ha Boji), (BHACIIOK MEHIIIOI MUTOMO]1 Baru). So the words
swim and nrasamu cannot be viewed as full equivalents.

While translating, the difference in meaning should be considered
and the absent semantic feature should be compensated by additional
lexical elements. In case when the absent seme is not crucial for the whole
meaning of the source text, it can be neglected while selecting an
equivalent in the target language.

It is essential for the Contrastive Lexicology to take into
consideration distinctive features of the meaning. It often happens that at
presence of a number of common semantic features only one can justify
the usage of the archisema, a word with a more general meaning in
combination with other linguistic units which are used to convey the
meaning of the source utterance more precisely. Thus, in translation ioco
mecmo into English as his father-in-law, narrowing of the source meaning
occurs as father-in-law means ‘a man having a married son or daughter in
relation to their wife or husband’ while mecms denotes ‘a man having a
married daughter in relation to her husband’. If one of the distinctive
features which is the main in the meaning of the word is absent in the
target language, it results in untranslatability.
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Componential analysis 1is practically always combined with
transformational procedures or statistical analysis. The combination makes
it possible to find out which of the meanings should be represented first of
all in the dictionaries of different types and how the words should be
combined in order to make speech sensible.

Transformational Analysis in lexicological investigations may be
defined as re-patterning (reorganization) of various distributional
structures in order to discover difference or sameness of meaning of
practically identical distributional patterns. As distributional patterns are in
a number of cases polysemantic, transformational procedures are of help
not only in the analysis of semantic sameness / difference of the lexical
units but also in the analysis of the factors that account for their polysemy.
Word-groups of identical distributional structure when re-patterned show
that the semantic relations between words and consequently the meaning
may be different. Thus, consider a pattern “possessive pronoun + noun”
(his car, his failure, his arrest, his kindness, etc.). According to
transformational analysis, the meaning of each word-group may be
represented as: ‘he has a car’, ‘he failed’, ‘he was arrested’, ‘he is kind’. In
each of the cases, different meaning is revealed: ‘possession’, ‘action’,
‘passive action’, ‘quality’. The rules of transformation are rather strict and
shouldn’t be identified with paraphrasing in the usual sense of the term.

There are many restrictions both on lexical and syntactic levels. They
are the following:

— permutation, which is the re-patterning on condition that the
basic subordinate relationships between words or word-stems of the lexical
units are not changed. For instance, His work is excellent may be
transformed into his excellent work, the excellence of his work, he works
excellently; the relationships between lexical units are essentially the same;

— replacement, which is the substitution of a component of the
distributional structure by a member of a certain strictly defined set of
lexical units, e.g., replacement of a notional verb by an auxiliary or link
verb: he will make a bad mistake or he will make a good teacher. The
sentences have identical distributional structure but only in the second one
the verb make can be substituted by become or be. The fact of
impossibility of identical transformations of distributionally identical
structures is a formal proof of the difference in their meaning;

— addition (or expansion), which may be illustrated by the
application of the procedure of addition to the classification of adjectives
into two groups: adjectives denoting inherent or non-inherent qualities,
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e.g., John is happy. John is tall. We add a word-group in London. We shall
see that John is happy in London has some meaning while the second one
John is tall in London is senseless. That is accounted by the difference in
the meaning of adjectives denoting John’s inherent (tall) and non-inherent
(happy) qualities;

— deletion, which i1s a procedure that shows whether one of the
words semantically subordinated to the other. Thus, in the word-group red
flowers the word red may be deleted and transformed into flowers without
making the sentence senseless: [ like red flowers or I like flowers. In the
other word-group red tape, no element can be deleted. So the sentence
transformed either into / hate tape or I hate red loose its initial meaning as
in both transformed sentences the meaning of the phrase red tape meaning
‘bureaucracy’ can’t be divided into two parts.

Transformational analysis i1s frequently used to reveal semantic
connections between constituents of the compounds. For instance,
heartache ‘heart aches’ (subject-predicate relation); schoolteacher ‘teacher
at school’ (place of work); sunray ‘ray of the sun’ (genitive case relation);
steamboat ‘boat set in motion by steam’ (the means of the movement to be
caused); snowball ‘ball made of snow’ (material); skateboard ‘board for
skating’ (purpose of usage).

With the help of transformational analysis, it is possible to construct
a map of all possible meanings of newly formed words if affixes have
several meanings or in case of the morpheme homonymy. For instance,
OoninbHUK ‘TOM, XTO YOOJIIBAE’; 3pA0HUK ‘TOU, XTO 3pAJKYE’; YAUHUK ‘Te,
110 MPU3HAYEHO IS 3aBAPIOBAHHS Yal0’; CHIIbHUK ‘TOU, XTO JI€ CIJIBHO 3
KUMOCB’; 30UpHUK ‘TOW, XTO 3JAUPA€E, BUMAra€e IUIIXOM MPUMYCY ;
CYNYMHUK ‘TOH, XTO CYIPOBOJIKYE’; MOCUIbHUK ‘CXOBHIIE HEMOTPIOHOTO,
3aliBOTO’; MOJAAPHUK ‘TOW, XTO JOCIIKYE TOJSPHI PETIOHH’; JUBAPHUK
‘TOM, XTO BiJUIMBAa€ MeTajeBi BUPOOU’; HAMOPOHUK ‘Te, 110 Ha/IiBalOTh Ha
MOpAY TBapuHI’; XxabapHux ‘Toi, XTO Oepe xabapi’, etc.

Method of Semantic Differentiation. A word has not only one
meaning. Even one word usually implies some additional information
which differentiates one word from another. Thus the words fo like, to
love, to adore, to worship denote positive feelings characteristic of a
human being. But each of them gives additional information on the so-
called ‘strength of feeling’. This is the connotative aspect which is singled
out by the semantic differential, the method which was worked out
by a group of American psycholinguists. Their technique requires the
subjects to judge a series of concepts with respect to a set of antonymic
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adjective scale. For instance, division can be: ‘good — bad’; ‘fast — slow’;
‘strong — weak’; ‘hard — soft’; ‘happy — sad’. The meaning of the divisions
is that each of the quality may be gradated representing ‘extremely good’,
‘very good’, ‘neither good nor bad’, ‘slightly bad’, ‘extremely bad’.
Therefore, division may be ‘very good’, ‘not bad’, etc.

The revealed gradations showing some portion of quality helps single
out such words which are usually referred to as neutral, expressive, archaic
or new (neologisms).

Practical data obtained from the researches in the Contrastive
Lexicology contribute to General Lexicology, Typology, Semasiology,
Translation Studies and other linguistic sciences.
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Theme 2
Contrastive Typology of Lexical Systems of the English and
Ukrainian Languages

2.1 Word as the Basic Linguistic Unit of the English and
Ukrainian Lexicon

The word is a basic unit of language. The definition of a word is one
of the most difficult problems in linguistics because any word has many
different aspects. It has a sound form and a morphological structure; it may
occur in different word-forms and different syntactic functions having
various meanings when used in actual speech. Thus, it is simultaneously a
phonological, grammatical, and semantic unit.

Being the central element of any language system, the word is a sort
of focus for the problems of Phonology, Lexicology, Morphology, Syntax,
and also for some other sciences that have to deal with language and
speech, such as Philosophy and Psychology. The word has been defined
semantically, syntactically, phonologically, and by combining various
approaches (see Supplementary Material for Self-study, text 1). All
attempts to characterize the word are necessarily specific for each domain
of science and are therefore considered one-sided by the representatives of
all the other domains.

For instance, the eminent French linguist Antoine Meillet (Meillet
1975) defined the word as the basic unit of a given language resulting from
“the association of a particular meaning with a particular group of sounds
capable of a particular grammatical employment” (ibid.). But this
definition does not permit us to distinguish words from phrases.

Edward Sapir (Cenup 1934) takes into consideration the syntactic
and semantic aspects when he calls the word “one of the smallest
completely satisfying bits of isolated “meaning”, into which the sentence
resolves itself.” Sapir also points out one more, very important
characteristic of the word, its indivisibility: “It cannot be cut into without a
disturbance of meaning, one or two other or both of the several parts
remaining as a helpless waif on our hands.”

Many outstanding scholars of the former USSR, such as
V. Vinogradov, A. Smirnitsky, O. Akhmanova, M. Stepanova,
A. Ufimtseva, greatly contributed to creating a word theory based upon the
materialistic understanding of the relationship between word and thought,
on the one hand, and language and society, on the other. The main points
may be summarized in the following definition.
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A word is the smallest significant unit of a given language
capable of functioning alone and characterized by positional
mobility within a sentence, morphological uninterruptability
and semantic integrity.

All these criteria are necessary because they create a basis for the
oppositions between the word and the phoneme and the morpheme, on the
one hand, and between the word and the phrase, on the other. Their
common feature is that they are all units of the language. Their difference
lies in the fact that the phoneme is not significant (has no meaning of its
own), the morpheme cannot function alone as a complete utterance
because its meaning is abstract (generalized). The structural integrity
(morphological uninterruptability) of the word combined with the semantic
integrity makes the word different from the phrase (word combinations).

Words are the central elements of language system. They face
both ways: they are the biggest units on the morphological level and the
smallest units on the syntactic level of linguistic analysis. Words can be
separated in an utterance by other such units and can be used in isolation.
Morphemes are also meaningful units but they can not be used
independently, they are always parts of words whereas words can be used
as a complete utterance (e.g., Listen!). Unlike words, morphemes cannot
be divided into smaller meaningful units.

As any language unit, the word is a two facet unit possessing
both its outer form (sound / graphic form) and content (meaning) which
are not created in speech but used ready-made. Uniting meaning and form,
a word is composed of one or more morphemes each consisting of one or
more phonemes (spoken sounds or their written representation).

As the basic unit of language, the word is characterized by
independence or separateness, as a free standing item, and identity. As an
independent free standing language wunit, the word is
distinguished in speech due to its ability to take on grammatical inflections
which makes it different from the morpheme. The identity of the word
manifests itself in the ability of a word to exist as a system and unity of all
its forms (grammatical forms creating its paradigm) and variants: lexical-
semantic, morphological, phonetic, and graphic.

The modern approach to word study is based on distinguishing
between the internal and the external structures of the word.

The internal structure of the word, or its meaning, is nowadays
commonly referred to as the word's semantic structure. This is certainly the
word's main aspect. Words can serve the purpose of human
communication solely due to their meanings. The area of Lexicology
specializing in the semantic studies of the word is called Semantics.
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By external structure of the word, we mean its morphological
structure. For instance, in the word post-impressionists, the following
morphemes can be distinguished: the prefixes post-, im-, the root press, the
noun-forming suffixes -ion, -ist, and the grammatical suffix of plurality -s.
All these morphemes constitute the external structure of the word post-
Impressionists.

Another structural aspect of the word is its unity. The word
possesses both external (or formal) unity and semantic unity.

Formal unity of the word is sometimes inaccurately interpreted as
indivisibility. The example of post-impressionists has already shown that
the word 1s not, strictly speaking, indivisible. Its component morphemes
are permanently linked together in opposition to word-groups, whose
components possess a certain structural freedom.

The formal unity of the word can best be illustrated by comparing a
word and a word-group comprising identical constituents, e.g., a blackbird
and a black bird. In the word blackbird, the first constituent black is not
subject to any grammatical changes. In the word-group a black bird, each
constituent can acquire grammatical forms of its own: the blackest birds
I've ever seen. Other words can be inserted between the components of the
word-group (a black night bird) which is impossible so far as the word is
concerned as it would violate its unity.

Semantic unity of the word may be illustrated by the same
example. In the word-group a black bird, each of the meaningful words
conveys a separate concept: bird ‘a kind of living creature’; black ‘a
colour’. The word blackbird conveys only one concept ‘the type of bird’.
This 1s one of the main features of any word: it always conveys one
concept, no matter how many component morphemes it may have in its
external structure.

All that has been said about the word can be summed up as follows.

The word is the basic unit of language; used for purposes of human
communication, the word is a speech unit materially representing a group
of sounds, possessing a meaning, susceptible to grammatical employment
and characterized by formal and semantic unity.

2.2 Problems of Word-Meaning. Referential and Functional
Approaches to Word-Meaning

Semantics is the study of meaning, which is a complex matter in that
it involves the relationship between words, ideas and things as well as the
relationship between words of similar meaning. A distinction is often

48



made in this respect between reference, or the relations between
language and the world, and sense, or the relationship between words of
similar word-meaning.

Semantics also examines how sets of words are used to classify our
experience. Geoffrey Hughes (Hughes 2000) points out that in English
black and blue designate different colours, whereas in Old Norse the word
bla served for both. The prism of colour terms tends to open up with time
and cultural contacts: historically black, white, red, yellow, and green are
Anglo-Saxon in origin, but blue, brown, orange, azure mid violet entered
the vocabulary from Norman French.

The problem of word-meaning is considered to be the most
controversial one in the linguistic theory (see Supplementary Material for
Self-study, text 1, 2). There had been many attempts to give a definition of
word-meaning in accordance with the main principles of different
linguistic schools. In our country, the definitions of word-meaning given
by various authors, though different in detail, agree in the basic principle:
the word-meaning is the realization of concept (or notion) by means of a
definite language system.

There are two main approaches in present-day linguistics
representing contemporary thinking on the problem of word-meaning.

l. “Lexicentric” approach to word-meaning when meaning is
treated as appearing from relations between the referent denoted by a
designator and the sign which serves the designator for the referent. Hence
another term —referential approach to word-meaning, which studies
the connection between words and things or concepts/notions they
denote (paradigmatics).

2.“Textocentric” approach to word-meaning which centres the
links between the sign and other signs in a linear sequence as primary
source for understanding what the word means. Hence another term —
functional approach to word-meaning, which studies relations
between words in the process of speech (syntagmatics).

Thus, word-meaning is studied from two different points of view:

— through establishing the interrelations between words and
concepts / notions which they denote —the referential approach;

— through the observations of the functions of a word in speech —
the functional approach.

Referential approach (founded by Ferdinand de Saussure)
distinguishes between the three components connected with meaning: the
sound form (or graphic form) of the linguistic sign, the
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concept /notion (i.e. a generalized picture of the thing which the word
denotes that appears in our mind when we hear / see a word) underlying
this sound form and the actual referent (i.e. that part of reality to which
the linguistic sign refers). The best known referential model of meaning is
the so-called “basic semantic triangle” originally suggested by the
German mathematician and philosopher Gotlieb Frege and further
modified by English scholars C. K. Ogden and I. A. Richards (1923).

It consists of:

1) the sound-form (Sign) of the word: [b3:d];

2) the referent (Denotatum) — the object which the word names: “the
actual bird”;

3) the concept/ notion (Designatum) — The essential properties of
this object which are reflected in human mind: “a feathered animal with
wings”.

In a simplified form the basic semantic triangle may be represented
as follows (figure 2.1):

cyept / noio&
sound-form reterent

Figure 2.1. The “Basic Semantic Triangle”

As can be seen from the diagram, a sign is a two-facet unit
comprising form and notion. Thus, the sound-form (or graphic-form) of
the linguistic sign is connected with our concept / notion of the thing
which it denotes and through it with the referent, 1.e. the actual thing.

The common feature of any referential approach is the implication
that meaning is in some form or other connected with referent.
Establishing this relationship, the approach to the problem of word-
meaning is referential because we refer to the sound form, to the
concept / notion and to the referent and discuss their relationship.

Referent may be:

— the object of thought correlated with a certain linguistic
expression,

— the element of objective reality as reflected in our minds and
viewed as the content regularly correlated with certain expression,

— an object of our experience,

— a fact of the outer world which is encompassed by a given
symbol.
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In this sense, referent can be equated terminologically with
denotatum, but the two terms can be distinguished as well in the following
way: denotatum means a class of objects, while referent would mean
a discrete representative of a class of denotata.

Reference (referential content) is derived from reality and depend
on how the given referential area (conceptual space) is covered by a lexical
item. “Reference” is “referring”, i.e. linkage of a linguistic unit with a non-
linguistic entity to which it serves a name. This linkage can be of a
different nature and is reflected in discrimination between specific
referential functions / usage of words:

— existential;

— 1dentifying;

— non-referential (usage);

— direct address to the communicant.

Referential meaning is

1) equivalent to denotation — part of the word's semantics which
involves the relationship between a linguistic unit (a lexical item) and the
non-linguistic entities to which it refers;

2) type of meaning actualized by lexical items when they denote a
single representative of a class of denotata / referents; actualized primarily
by proper names and common names supported by the individualizing
(specifying) function of the articles.

The referential approach is criticized because the scholars in their
theory use extra-linguistic terms, such as “concept / notion” and “referent”.
Some advocates of the referential approach identify word-meaning with
sound-form, concept / notion, and referent. Meaning is closely connected
with all parts of the semantic triangle (sound-form, concept / notion, and
referent) but cannot be equated with any of them. It is an objectively
existing part of the linguistic sign. Generally speaking, meaning can be
described as a component of the word through which a concept / notion
is communicated, in this way endowing the word with the ability of
denoting real objects, qualities, actions, and abstract notions.

To distinguish meaning from the referent i1s of the utmost
importance. To begin with, meaning is lingual, whereas the referent, or the
denoted object, belongs to extra-lingual reality. Then, we can denote one
and the same object by more than one word of a different meaning. Last
but not least, there are words that have distinct meanings but do not refer
to any existing thing, e.g., angel, phoenix, etc.

51



Besides, in referential approach to the problem of word-meaning, the
linguistic elements (words) are discussed in isolation from each other
(from other words). So referential approach is paradigmatic. We
discuss the meanings of words in a certain system. But in speech, we use
words 1n their environment and not in isolation. In this environment, we
define the meanings of words.

The criticism of the referential theories of word-meaning may be
briefly summarized as follows:

a) meaning, as understood in the referential approach, comprises the
interrelation of linguistic sign with categories and phenomena outside the
scope of language;

b) the mentalist approach to meaning oversimplifies the problem
because it takes into consideration only the referential function of words.
Actually, however, all the pragmatic functions of language
(communicative, emotive, and esthetic, etc.) are also relevant and have to
be accounted for in semasiology.

Functional approach introduced by Leonard Bloomfield
(Bloomfield 1933) maintains that the meaning of a word may be studied
only through its relations to other linguistic units and not through its
relations to notion or referent.

For instance, we know that the meaning of mother, n and mother, v
is different because they function in speech differently. Analyzing various
contexts, in which these words are used, we can observe that they have
different distribution, e.g., my mother — I mother his children. As the
distribution of the two words is different, their meanings are different too.
The meaning of the two words move and movement is also different
because they function in speech differently: move the chair, we move —
movement of smth, slow movement. As the distribution of the two words is
different, we come to the conclusion that not only do they belong to
different classes of words but that their meanings are different too. The
same is true of a polysemantic word look, e.g., Look at me — You look
tired. Consequently, semantic investigation is confined to the analysis of
the difference or sameness of meaning.

In the functional approach, meaning is understood essentially as the
function of the linguistic units in speech (syntagmatics).

Functional approach should not be considered an alternative, but
rather a valuable complement to the referential theory. There is no need to
set two approaches against each other: neither is complete without the
other. These two approaches should be used in peaceful combination. The
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examination of meaning should start by collecting an adequate number of
samples of contexts. On examination of the samples, the meaning will
emerge from the contexts. Then it is logical to pass to the referential phase
and try to formulate the meaning thus identified.

2.3 Isomorphism and Allomorphism of the Semantic Structures
of English and Ukrainian Words

The word is the fundamental unit of language. It is a dialectal unity
of form and content. Its content, or meaning, is not identical to notion, but
it may reflect human notion and is considered as the form of its existence.

A unit which most people would think of as “one word” may carry a
number of meanings, by association with certain contexts. Thus, pipe can
be ‘any tubular object’, ‘a musical instrument’ or ‘a piece of apparatus for
smoking’; a hand can be on a clock or watch as well as at the end of the
arm. Most of the time, we are able to distinguish the intended meaning by
the usual process of mental adjustment to context and register.

[somorphism of the semantic structures of English and Ukrainian
words 1s revealed in word-meaning, which is not homogeneous.
Isomorphically, word-meaning in English and Ukrainian is made up of
various components, which are described as types of meaning (see
Supplementary Material for Self-study, text 3).

There are 3 types of meaning to be found in English and
Ukrainian words and word forms. They are as follows.

The grammatical meaning is the component of word-meaning in
identical sets of individual forms of different words, e.g., the tense
meaning in the word-forms of verbs asked, thought, walked, etc. or in
Ukrainian ixas, tiuos, coéopusg, or the meaning of plurality, e.g., books,
intentions, phenomena, cmoJu, 8ikHa, etc.

The lexical and grammatical meaning (part-of-speech meaning) is
the common meaning of words belonging to a lexical and grammatical
class of words (i.e. one part of speech). The interrelation of the lexical and
the grammatical meaning varies in different word-classes. In some parts of
speech, the prevailing component is the grammatical type of meaning (e.g.,
in prepositions), in others — the lexical (e.g., in nouns, verbs, etc.).

The lexical meaning is the component of meaning proper to the
given linguistic unit in all its forms and distributions. For instance, in the
forms go, goes, went, gone;, uumae, uumas, wumamume, etc. we find one
and the same semantic component denoting the process of movement.
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Both the lexical and the grammatical meanings make up the word-
meaning as neither can exist without the other.

Lexical meaning is not homogeneous either; it includes denotative
and connotative components.

The denotative component of lexical meaning of English and
Ukrainian words expresses the conceptual content of a word. Fulfilling the
nominative and the communicative functions of the word, it 1is
compulsory, as it is present in every word and may be regarded as the
central factor in the functioning of the language.

The connotative component of lexical meaning of English and
Ukrainian words expresses the pragmatic communicative value the word
receives depending on where, when, how, by whom, for what purpose and
in what contexts it is used. Unlike the denotative component, the
connotative component is optional.

There are four main types of connotation in English and
Ukrainian words. They are emotive, evaluative, stylistic, and expressive,
or intensifying.

An emotive connotation is acquired by the English and Ukrainian
word because the referent named in the denotative meaning is associated
with emotions. Words contain an element of emotive evaluation as part of
the connotative meaning, e.g., conigonvka, cepoenvko, mamycs, etc. When
we talk about emotive language, we’re referring to the connotative
meaning of words, 1.e. the deeper meanings that these words convey and
the emotions that they stir up. In the synonyms, e.g., like, love, worship
and nodobamucs, n1rooumu, oboscrurosamu the emotive charge of the words
worship and obooicnrosamu 1s heavier than that of the other words.

The emotive charge is one of the objective semantic features
proper to words as linguistic units and it forms part of the connotative
component of meaning evoking or directly expressing emotion. This does
not depend on the “feeling” of the individual speaker but is true for all
speakers of English. The emotive charge varies in different word-classes. In
some of them, in interjections, e.g., the emotive element prevails, whereas
in conjunctions, the emotive charge is as a rule practically non-existent.

The emotive charge should not be confused with emotive
implications that the words may acquire in speech. The emotive
implication of the word is to a great extent subjective as it greatly depends
of the personal experience of the speaker, the mental imagery the word
evokes in him. Words seemingly devoid of any emotional element may
possess in the case of individual speakers strong emotive implications as
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may be illustrated, e.g., by the word hospital. What is thought and felt
when the word hospital is used will be different in the case of an architect
who built it, the invalid staying there after an operation, or the man living
across the road.

An evaluative connotation of English and Ukrainian words
expresses approval or disapproval, e.g., cliqgue — group, magic —
witchcraft, epyna — banoa; maeis — uapu — yaxiyncmeo. Words contain an
element of evaluation as part of the connotative meaning. For instance, a
hovel denotes ‘a small house or cottage’ and besides implies that it is a
miserable dwelling place, dirty, in bad repair and in general unpleasant to
live in. When examining words, such as girl — girlie; dear — dearie;
disuuHKa — 0i8UUCHLKO;, dopoeuil — aoouti, we cannot fail to observe the
difference in the evaluation of the members of these sets.

When associations concern the situation in which the word is uttered
(formal, familiar, etc.), the social relationships between the interlocutors
(polite, rough, etc.), the purpose of communication (poetic, official, etc.),
the connotation stylistic. E.g., parent (bookish) — father (neutral) — dad
(colloquial); uono (poetic) — 106 (neutral) — maximpa (low colloquial).

A fourth type of connotation is the intensifying connotation (also
expressive, emphatic). Thus, magnificent — splendid — superb; imep —
simepeuv — simpuuie — simproca are all used colloquially as terms of
exaggeration. When examining synonyms large, big, tremendous; eenuxuii
— genuuesHull — npueoromuiiusuil we cannot fail to observe the difference
in the intensity of the members of these sets.

Lexical meaning of English and Ukrainian words with its denotative
and connotative components may be found in morphemes of different
types. The denotative meaning in affixal morphemes may be rather vague
and abstract, the lexical meaning and the part-of-speech meaning tending
to blend. It is suggested that in addition to lexical meaning morphemes
may contain specific types of meaning: differential, functional and
distributional.

2.4 Motivation as a Language Universal

The term “motivation” is used to denote the relationship existing
between the phonemic or morphemic composition and structural pattern of
the word, on the one hand, and its meaning, on the other (see
Supplementary Material for Self-study, text 4).
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Motivation as a language universal is proper to both English and
Ukrainian. There are three main types of motivation: phonetic
motivation, morphological motivation, and semantic motivation.

The motivation is phonetic when there is a certain similarity between
the sound that make up words and their meaning. All phonetically
motivated words have their sounding structure somewhat similar to the
sounds which they convey. Due to this, some of the words in English and
Ukrainian, thus motivated, sound almost or quite alike. For instance, to
cade ‘Kynkynaxkatu’, cock-a-doodle-doo ‘xykypiky’, bang ‘0yx / OyxHyTH,
bark ‘raB/raBkatu’, buzz ‘mwxdvatua’, chirp/chirrup ‘UBIpIHBKATH’,
cuckoo ‘Kykykatu / KyKyBaTu’, crack ‘Tpichk / Tpimatu’, gagle ‘rearotatu’,
hiss ‘mmnity / cudatu’, hoop ‘rykatu (curHanutu)’, howl ‘But’, smack
(one's lips) ‘timokatu’, moo ‘MykaTu’, mew ‘HSBKatH’, baa /bar ‘0Ge-e,
oekatu (BiBmi)’, etc. Here the sounds of a word are imitative of sounds in
nature because what is referred to is a sound.

These are naturally far from all the words whose notional meaning in
the contrasted languages is based on sound imitation. Nevertheless, their
number in comparison to other types of motivated words is not large,
constituting in English about 1,08% and in Ukrainian only about 0,8%.

It is also suggested that sounds themselves may be emotionally
expressive which accounts for the phonetic motivation in certain words.
Initial [f] and [p], e.g., are felt as expressing scorn, disapproval or disgust:
pooh! fie! fiddle-sticks, etc. The sound-cluster [in] is imitative of the sound
or swift movement: ring, sing, swing, fling, etc.

The main criterion in morphological motivation is the relationship
between morphemes. Hence, all one-morpheme words are
morphologically non-motivated. Morphological motivation is
“relative”, 1.e. the degree of motivation may be different. The word
endless, e.g.,1s completely motivated as both the lexical meaning of
the component morphemes and the meaning of the pattern are perfectly
transparent. The word cranberry is only partially motivated because
of the absence of the lexical meaning in the morpheme “cran-". The words
matter, repeat are non-motivated because the connection between the
structure of the lexical unit and its meaning is completely conventional.

The morphological motivation in the contrasted languages remains
the major one. It is characteristic of numerous notional words, in which it
is clearly indicated by the affixal morphemes. For instance, by suffixes:
doer ‘one who does smth’; flyer ‘one who flies’; detainee ‘one who is
detained’; examinee ‘one who is examined’; changeable ‘that which is
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subjected to change / can be changed’; movable ‘smth. that can be moved’,
etc. A similar function may be performed by some prefixal morphemes in
both contrasted languages. Cf: asleep ‘the one who i1s in the state of
sleeping’; bedew ‘to cover with dew’; overturn ‘to turn smth. over’; ex-
president ‘the one who was president’, etc.

Similarly in Ukrainian: onosiogu ‘Toii, XTO omoBijgae / po3MoBiJIae’;
nucap ‘Toul, XTO THIIE’; cnigeyb ‘TON, XTO CIIBAE’; HOuleHuti ‘SIKOro (I0)
HOCWJIN ; cmadiceHuil ‘SKOro (I1110) CMaXWJH’'; yumaryui ‘SIKAN 4duTae’,
Hocay ‘TOW, 0 MAa€ BEJIUKOTO HOCA’; Mumeysb ‘TOW, XTO TBOPUTH SKUMCH
BUJI MHUCTEITBAa (IMIBUIAKO YW AYyXKE SIKICHO / MAMCTEPHO) MaNIO€E, OYyIye,
CIIBa€, TaHINIOE ; nepekazamu ‘(IIOCh) PO3IMOBICTH BAPYre BXKE pa3
CKazaHe UM HalucaHe’; nepedicmopis ‘IicTopis, 10 Oyja mnepen
I1€10 / BIZIOMOIO 1CTOPIEIO’; guemaepme ‘Te, MO TMOBTOPIOETHCS YETBEPTHUI
pas’; nosepx (4Orock) ‘U10Ch MOHAJ YUMOCH UM JI0JIATKOBO JI0 4OrOCh’, €tc.

Morphologically motivated words in the contrasted languages
naturally constitute the largest part of their motivated lexicons: 88,5% in
English and 91,8% in Ukrainian.

Semantic motivation of lexical units is based on the co-existence of
direct and figurative meaning of the same English or Ukrainian word
within the same synchronous system. For instance, mouth denotes ‘a part
of a human face’ and can be metaphorically applied to any opening, e.g.,
the mouth of a river, the mouth of a furnace, etc. This is expressed by
many semantically motivated words and word-groups in both contrasted
languages.

Cf. foot of a mountain ‘minHiXKs ropu’, hand /hands of a watch
‘cTpiika / CTpiakM (CXO0X1 Ha PyKH) TOAWMHHUKA®, fo keep house ‘BecTu
JIOMAITHE TOCTOIAPCTBO’, an ancient house ‘crapojaBHii pif (qUHACTIN);
the house of Tudor ‘nunactis TroopopiB’; the first/second house
‘mepuuii / npyruit ceanc (y xiHoreatpi)’; bed of roses ‘nerke / po3KiliHe
KUTTSA ; bed of a river ‘pycio piuku’; bed of honour ‘none 00w’; arm
‘pyka’, but: secular arm ‘cBiTchbka Bnana’; the arm of the law ‘cuna
3aKOHY’; the arm of the sea ‘By3bKa 3aToKa’; the arms of a coat ‘pykaBa
(mimkaka, nanbTa)’; the arms of a tree ‘BeNUKI TULISIKYU JiepeBa’; the arms
of a chair ‘omnbng (kpicna)’, a coat of arms ‘Tep0’, etc.

Many similar examples of semantic motivation of words are also
observed in Ukrainian: necka /easicka pyxa (1erko / gomkyjabHO 0'€),
JlecKuli / 8adxcKuti Ha PpyKy, JAUNKi pyKu/aunkuil Ha pyky (371071#);
Kynamucsi 8 pO3KOwlax, Kynamucsi 6 caasi/Kynamucsi 6 NpOMIHHI
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nis0enno2o conys, opamucsa 3a cnpasy (aino), etc. Their meanings are
very transparent and mostly need no further explanation.

Some words denoting in the contrasted languages popular names of
flowers, trees, birds, and animals have a transparent etymological
motivation as well. Thus, in English and Ukrainian bluet ‘flower’ is
‘Bacuibok’, bluebell 1s ‘n3BonMK’, blue-bottle 1s ‘Bacunnok’ which is blue
‘cuniit’, blackbird 1s ‘“wopuuii npizn’, blackcock is ‘terepyx’, black berry
means ‘oxkuHA’, horse-tail /cat's tail means ‘xBomr’, redwood means
‘cexBosi’, umbrella-tree means ‘amepuKaHChbKa MarHodiis’, violet means
‘(bianka’, etc. More similar examples may also be found in English and
Ukrainian: owcoemeywv ‘yellow gold’, uopnuysa ‘bilberry’, uoprobpueyi
‘French marigold’, uopnoeys ‘uopmne 2y3no’, wopnocius ‘smocked prunes’,
conawnux  ‘sunflower’, «xyyoxeocmuti ‘3a€mnp’, Kpymopoei ‘BOIW’,
cepnokpuieys ‘CTpux’, etc.

A brilliant example of etymological semantic motivation is presented
by Ukrainian names of months. Cf. civens (cHIr ciue), momuti (MOpO3
JIOTYE), bepesendv (Oepesa Cik MycKae), kgimerns (MEPIIl KBITH — MPOJIICKU
3'SIBJIAIOTBCS 1 3alBITAlOTh), JuneHb (JUMA 3alBITa€), cepnens (ceprnamu
KaJIU 1 )KHYTb 3015KKS).

Semantically motivated lexical units constitute in English about 10%
and in Ukrainian about 7,4% of their total motivated lexicons.

Compound words are either morphologically or semantically
motivated in the contrasted languages. Their motivation is morphological
if the meaning of the whole i1s based on the direct meaning of the
components, e.g., headache is ‘pain in the head’, air-crew is ‘a crew of an
aircraft’; after-effect ‘effect that occurs after some action’; to blackboard
‘to write on a blackboard’, etc. The motivation is semantic if the
combination of components is used figuratively, e.g., headache ‘anything
or anyone very annoying’, good-neighbourhood ‘being near good
neighbours’, classroom ‘room for classes or for schoolchildren’, mine-
thrower ‘thrower of mines’, note-book ‘book for notes’, Zululand ‘land of
the Zulus’, halfpenny, landowner, self-defense, a schoolboy, etc.

Or in Ukrainian: gizorHoOymeys (IymMa€e mpo BOJIKO), O00OPOOIiHUK
(pobuth 100p0), domosracuuk (BOJIOJIE JOMOM), Kodcym'sika (MHE HMIKYPY
TBapUH), Kopucmonrobcmeo (MOOUTh KOPHUCIMBICTH), u302y6 (00IM3YE
ryom), maprompamcmeo (BUTpaTa dYOrocb 0€3 KOpPUCTI, MapHO),
eneKmpo0osp, KopaoieBoOiH A, 1iCO803, MACIOPOOHSL, etC.

Generally, however, a great many words in English and Ukrainian
have no clear motivation, i.e. their etymology remains obscure, far from
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explicable at present. It has been lost in the course of semantic
development of these words. As a result, one cannot say why the “sun” is
named the sun and the “head” or the “heart” has been named this way and
not otherwise. Because of the obscure etymology most words and some
collocations / idiomatic expressions remain non-motivated in the
contrasted languages. In other words, their motivation is impossible to
identify nowadays on the basis of their componential meanings.
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Supplementary Material for Self-study

Text 1

A Word as a Basic Linguistic Unit of the Lexicon
(https://plato.stanford.edu/entries/word-meaning/#NotWor)

1.1 The Notion of Word

The notion of word can be defined in two fundamental ways.

On one side, we have [linguistic definitions, which attempt to
characterize the notion of word by illustrating the explanatory role words
play or are expected to play in the context of a formal grammar. These
approaches often end up splitting the notion of word into a number of
more fine-grained and theoretically manageable notions, but still tend to
regard ‘word’ as a term that zeroes in on a scientifically respectable
concept (e.g., Di Sciullo & Williams 1987). For example, words are the
primary locus of stress and tone assignment, the basic domain of
morphological conditions on affixation, compounding, and the theme of
phonological and morphological processes of assimilation, vowel shift,
and reduplication (Bromberger 2011).

On the other side, we have metaphysical definitions, which attempt
to elucidate the notion of word by describing the metaphysical type of
words. This implies answering such questions as “what are words?”, “how
should words be individuated?”, and “on what conditions two utterances
count as utterances of the same word?”. For example, D. Kaplan (1990,
2011) has proposed to replace the orthodox type-token account of the
relation between words and word occurrences with a “common currency”
view on which words relate to their occurrences as continuants relate to
stages in four-dimensionalist metaphysics (see the entries on types and
tokens and identity over time). For alternative views, see McCulloch 1991,
Cappelen 1999, Alward 2005, and Hawthorne & Lepore 2011.

For the purposes of this entry, we can proceed as follows. Every
natural language has a lexicon organized into lexical entries, which contain
information about /exemes. These are the smallest linguistic expressions
that are conventionally associated with a non-compositional meaning and
can be uttered in isolation to convey semantic content.

Lexemes relate to words just like phonemes relate to phones in
phonological theory. To understand the parallelism, think of the variations
in the place of articulation of the phoneme /n/, which is pronounced as the
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voiced bilabial nasal [m] in “ten bags” and as the voiced velar nasal [g] in
“ten gates”. Just as phonemes are abstract representations of sets of phones
(each defining one way the phoneme can be instantiated in speech),
lexemes can be defined as abstract representations of sets of words (each
defining one way the lexeme can be instantiated in sentences). Thus, “do”,
“does”, “done”, and “doing” are morphologically and graphically marked
realizations of the same abstract lexeme do.

To wrap everything into a single formula, we can say that the lexical
entries listed in a lexicon set the parameters defining the instantiation
potential of /exemes as words in utterances and inscriptions (Murphy
2010). In what follows, we shall rely on an intuitive notion of word.
However, the reader should bear in mind that, unless otherwise indicated,
our talk of “word meaning” should be understood as talk of “lexeme
meaning”, in the above sense.

1.2 Theories of Word Meaning

As with general theories of meaning (see the entry on theories of
meaning), two kinds of theory of word meaning can be distinguished.

The first type of theory, that we can label ‘a semantic theory of word
meaning”, 1s interested in clarifying what meaning-determining
information is encoded by the lexical items of a natural language. A
framework establishing that the word “bachelor” encodes the lexical
concept ‘adult unmarried male’ would be an example of a semantic theory
of word meaning.

The second type of theory, that we can label “a foundational theory
of word meaning”, is interested in singling out the facts whereby lexical
expressions come to have the semantic properties they have for their users.
A framework investigating the dynamics of linguistic change and social
coordination in virtue of which the word “bachelor” has been assigned the
function of expressing the lexical concept ‘adult unmarried male’ would be
an example of a foundational theory of word meaning.

Obviously, the endorsement of a given semantic theory is bound to
place important constraints on the claims one might propose about the
foundational attributes of word meaning, and vice versa.

Semantic and foundational concerns are often interdependent, and it
is difficult to find theories of word meaning which are either purely
semantic or purely foundational. For example, Ludlow (2014) establishes a
strong correlation between the underdetermination of lexical concepts (a
semantic matter) and the processes of linguistic entrenchment whereby
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discourse partners converge on the assignation of shared meanings to
lexical expressions (a foundational matter).

However, semantic and foundational theories remain in principle
different and designed to answer partly non-overlapping sets of questions.
Our focus will be on semantic theories of word meaning, i.e., on theories
that try to provide an answer to such questions as “what is the nature of
word meaning?”, “what do we know when we know the meaning of a
word?”, and “what (kind of) information must an agent associate to the
words of a language L in order to be a competent user of the lexicon of
L?”. However, we will engage in foundational considerations whenever
necessary to clarify how a given theoretical framework addresses issues in
the domain of a semantic theory.
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Text 2

Dimensions of Word Meaning
Nguyen Quang Ngoan

(https://www.ukessays.com/essays/languages/dimensions-word-meaning-1674.php)

1. Introduction
The issue of defining and clearing the meaning of the words is by no
means an easy talk. In other words, words are names or labels for things.
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Besides, linguists also realize the need to distinguish what a word or
expression denotes from what they can be used to refer to, we will identify
the difference between denotation and reference. There are many different
ideas that the meaning of a word reflects reality or express human
conceptualization of reality, as it were. However, we will discuss about
various attempts designed to define probably one of the most difficult
issues of semantics — meaning.

2. Problems

Depending on what it is understood by meaning, we can distinguish
two main semantic theories:

— the referential / denotational approach: meaning is the action of
putting words into relationship with the world;

— the representational / conceptual approach: meaning is the notion,
the concept or the mental image of the object or situation in reality as
reflected in man’s mind.

The two basic types of meaning were first mentioned by S. Stati in
1971:

— referential definitions which analyse meaning in terms of the
relation symbol: object / referent;

—conceptual definitions which regard the relation symbol:
thought / reference.

2.1. Denotational / Referential Theories of Meaning.

Before describing the characteristics of these theories, a clarification
of the terms used is necessary. All languages allow speakers to describe or
model aspects of what they perceive. In semantics, the action of picking
out or identifying individuals/locations with words 1is called
“referring / denoting”.

To some linguists, the two terms “denote” and “refer” are
synonymous. John 1. Saeed (1997: 23) gives two examples of proper
names whose corresponding referents are easily recognizable:

I saw Michael Jackson on TV last night.

We have just flown back from Paris.

The underlined words refer to denote ‘the famous singer’ and,
respectively, ‘the capital of France’, even if in some contexts they may be
used to designate a person different from the singer, or a locality other than
the capital of France.

63



To John Lyons the terms “denote” and “refer” are not synonymous.
The former (“denote”) is used to express the relationship of a linguistic
expression to the world, whereas the latter (“refer”) is used for the action
of a speaker in picking out entities in the world. In the example 4 sparrow
flew into the room “a sparrow” and “the room” are NPs that refer to things
in the world; “room” and “sparrow” denote classes of items.

In conclusion, “referring” is what speakers do and “denoting” is a
property of words. Denotation is a stable relationship in a language; it
doesn’t depend on anyone’s use of the word unlike the action of referring.

Returning to the problem of theories of meaning, they are called
“referential / denotational” when their basic premise is that we can give the
meaning of words and sentences by showing how they relate to situations:
proper names denote individuals, nouns denote entities or sets of
individuals, verbs denote actions, adverbs denote properties of actions,
adjectives denote properties of individuals. In case of sentences, they
denote situations and events. The difference in meaning between a
sentence and its negative counterpart arises from the fact that they describe
two situations, €. g. There is a book on the shelf.

There isn’t a book on the shelf.

Referential theories consider “meaning” to be something outside the
world itself, an extra-linguistic entity. This means reducing the linguistic
sign, i.e. the word, to its material aspect, be it phonic or graphic.

The impossibility of equating meaning with the object denoted by a
given word can be explained considering three major reasons.

The identity meaning-object would leave meaning to a large extent
undefined because not all the characteristic traits of an object as an extra-
linguistic reality are identical with the distinctive features of lexical
meaning; not all words have a referent in the outside world; there are:

— non-referring expressions: so, very, maybe, if, not, etc.

— referring expressions used generically, e.g., A murder is a serious
felony.

— words like nouns, pronouns with variable reference depending on
the context, e.g. The president decides on the foreign policy.

She didn’t know what to say.

— words which have no corresponding object in the real world in

general or at a certain moment, e.g. The unicorn is a mythical animal.
She wants to make a cake this evening.
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— different expressions / words that can be used for the same referent,
the meaning reflecting the perspective from which the referent is viewed,
e.g. The morning star is the same thing as the evening star.

The president of the USA (George Bush) Barbara Bush’s husband
was to deliver a speech.

Besides the referential differences between expressions, we can make
useful distinctions among the things referred to by expressions — referent
thing picked out by uttering the expression in a particular context.
“Extension of an expression” = set of things which could possibly be the
referent of that expression. In Lyon’s terminology, the relationship
between an expression and its extension is called “denotation” (Saeed
2016: 26).

A distinction currently made by modern linguists is that between the
“denotation” of a word and the “connotations” associated with it. For most
linguists, denotation represents the cognitive or communicative aspect of
meaning (Schaff 1965), while connotation stands for the emotional
overtones a speaker usually associates with each individual use of a word.
Denotative meaning accounts for the relationship between the linguistic
sign and its denotatum. But one shouldn’t equate denotation with the
denotatum. What is the denotation of a word which has no denotatum.

As far as the attitude of the speaker is concerned, denotation is
regarded as neutral, since its function is simply to convey the
informational load carried by a word. The connotative aspects of meaning
are highly subjective, springing from personal experiences, which a
speaker has had of a given word and also from his / her attitude towards
his / her utterance and / or towards the interlocutors (Leech 1990: 14). For
example, dwelling, house, home, abode, residence have the same
denotation but different connotations.

Given their highly individual nature, connotations seem to be
unrepeatable but, on the other hand, in many instances, the social nature of
individual experience makes some connotative shades of meaning shared
by practically all the speakers of a language. It is very difficult to draw a
hard line between denotation and connotation in meaning analysis, due to
the fact that elements of connotation are drawn into what is referred to as
basic, denotative meaning. By taking into account connotative overtones
of meaning, its analysis has been introduced a new dimension, the
pragmatic one.

Talking about reference involves talking about nominal — names and
noun phrases. They are labels for people, places, etc. Context is important
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in the use of names; names are definite in that they carry the speaker’s

assumption that his / her audience can identify the referent (Saeed 2016:
26).

2.2. The Relationship between Sense and Reference.

The referent of an expression is often a thing or person in the world.

The sense of an expression is not a thing at all; it is an abstraction
that can be entertained in the mind of language users.

It’s difficult to say what sort of entity the sense of an expression
denotes. It is useful to think of sense as that is a part of meaning of an
expression that is left over when reference is factored out.

It’s much easier to say whether or not expressions have the same
sense.
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Text 3
Types of Lexical Meaning Viewed Synchronically

The encyclopedic view of lexical meaning is that there is no sharp
dividing line between that part of a word's meaning which is “strictly
linguistic” (the dictionary view of lexical meaning) and that part which is
“nonlinguistic knowledge about the concept”. Ronald W. Langacker
(1987) said this dividing line is difficult to maintain. It is clear that some
semantic properties are more central to a word's meaning than others,
particularly those properties that apply to (almost) all and only the
instances of the kind, which are intrinsic to the kind, and which are
conventional knowledge of (almost) all of the speech community.

Leonard Bloomfield (1935) considered meaning a weak point in
language study and believed that it could be wholly stated in behaviourist
terms. B. Malinowski and J. R. Firth argued that context of situation was
an important level of linguistic analysis alongside syntax, collocation,
morphology, phonology, and phonetics, all making a contribution to
linguistic meaning in a very wide sense (Langendoen 1968).
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Word meaning is made up of various components which are
interrelated and interdependent. These components are commonly
described as types of meanings. Two main types of word meaning are
grammatical and lexical.

Grammatical meaning may be defined as “the component of
meaning recurrent in identical sets of individual forms of different words”
(Ginzburg, Khidekel, Knyazeva & Sankin 1979). The following words,
such as radios, babies, formulae, and studies have the grammatical
meaning of plurality. The grammatical meaning of tense may be observed
in verbs, such as bought, traded, slept, delivered, and understood. The
words newspaper’s (report), sons’ (letters), country’s (debt), and
children’s (toys) share the grammatical meaning of case (possessive case).

When a dictionary lists the function of a word, the definition does at
least two things: it describes the word’s lexical meaning and also gives
what is traditionally known as the part of speech of the word, which
modern linguists call the word-class, e.g., modern will be marked as an
adjective, modernize as a verb, and modernization as a noun. The word-
class is essential, for when we use a word in a sentence, we have to take
into consideration two factors: its specific lexical meaning and the position
it normally occupies in a sentence, which is determined by the word-class
to which the word belongs.

Lexical meaning is another component of word meaning, which is
different from grammatical meaning in two aspects: first, the lexical
meaning of a word is the same in all the forms of one and the same word
while the grammatical meaning varies from one word-form to another;
second, every word has a different lexical meaning, whereas the
grammatical meaning is the same in identical sets of individual forms of
different words. Hence, we may describe lexical meaning as the
component of meaning proper to the word as a lexical item.

Lexical meaning has been defined by scholars in accordance with the
main principles of different linguistic schools. Ferdinand de Saussure
(1959) believes that lexical meaning is the relation between the object, or
notion named, and the name itself. Leonard Bloomfield (1935) defines the
meaning of a word as the situation in which the speaker utters it and the
response it calls forth in the hearer. Irina V. Arnold (1986) criticizes
Bloomfield’s and Saussure’s approaches for incompleteness and proposes
that “lexical meaning is the realization of concept or emotion by means of
a definite language system”. This definition is broader because it takes into
consideration not only uttered words but also human consciousness, which
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comprises not only mental activity but also emotions, volition, and
pragmatic functions of language: communicative, emotive, evaluative, and
aesthetic.

Lexical meaning may be subdivided into denotative meaning,
connotative meaning, social meaning, and affective meaning.

1. Denotative meaning

The English lexicon is so vast and varied that clear categories of
meaning are, at times, elusive. According to David Crystal (1980),
denotation is the “objective (dictionary) relationship between a lexeme
and the reality to which it refers to”. Denotative meaning is sometimes
called “the conceptual meaning”. It is the central factor in linguistic
communication. One of the functions of words is to designate or describe
something, such as an object, a property, a process or a state of affairs.
Users of a language cannot talk about their knowledge of a physical object
or a natural phenomenon, unless this knowledge is expressed in words
which have the same meaning for all speakers of a given community. This
is the denotative meaning of a word.

“Denotative meaning involves the relationship between a linguistic
unit and the non-linguistic entities to which it refers...” (Crystal 1980:
104). Thus, if we talk about a chair, and there is no actual chair around for
us to see, we can give the denotative definition: “It is a piece of furniture
for one person to sit on, having a back and, usually, four legs”. This
denotative meaning of the word chair can readily be understood by all
people. Denotative meaning is used when the emphasis is on the
relationship between language, on the one hand, and the thing, events, or
processes, which are external to the speaker and his language, on the other.

The denotative meaning of a word is its definition given in a
dictionary. It 1s that aspect of lexical meaning which makes
communication possible. There is no doubt that a chemist knows more
about water than a layman, or that a physician possesses a much deeper
knowledge of what edema implies than a patient. Nevertheless, a layman
and a chemist or a physician and his patient can both use the words water
and edema, and understand each other. Therefore, denotative meaning is
the central factor in linguistic communication.

John Lyons (1977: 208) mentioned that, the difference between
denotation and reference is that “reference is an utterance-bound relation
and does not hold of lexemes as such, but of expressions in the context”.
Denotation, on the other hand, is *“a relation that applies in the first
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instance to lexemes and holds independently of particular occasions of
utterance”.

2. Connotative meaning

David Crystal (1980) stated that connotation “refers to the personal
aspect of lexical meaning, often emotional associations which a lexeme
brings to mind”. Connotation creates a set of associations. These
associations create the connotation of the lexeme, but they cannot be its
meaning. Sometimes a lexeme is highly charged with connotations. We
call such lexemes “loaded”, e.g., dogma, and others. Irina Arnold (1986)
differentiates between connotation and denotation. She believes that “the
conceptual content of a word is expressed in its denotative meaning;
however, connotative component is optional” (Arnold 1986: 40).

Some scholars, such as Stephen Ullmann (1951), find a binary
distinction between connotation and denotation. The best explanation of
the relationship between denotation and connotation is given by Geoffrey
N. Leech (1981): “The connotations of a language expression are
pragmatic effects that arise from encyclopaedic knowledge about its
denotation and also from experiences, beliefs, and prejudices, about the
contexts in which the expression is typically used”. Connotations express
points of view and personal attitudes; therefore, they may cause certain
reaction, which will motivate semantic extension and creation of a new
vocabulary.

As part of the connotative meaning, lexemes may contain an element
of emotive evaluation. The words console, condole, solace, comfort,
cheer up, and sympathize refer to the assuaging of unhappiness and grief,
but the emotive charge of the words console, condole, solace are heavier
than in comfort, cheer up, and sympathize. Condole and solace are formal,
and condole sounds fusty and pompous, whereas condole may sound more
precious. Console may suggest the attempt to make up for a loss offering
something in its place. “The emotive charge is one of the objective
semantic features proper to words as linguistic units and forms part of the
connotative component of meaning” (Ginzburg, Khidekel, Knyazeva, &
Sankin 1979).

Connotative meaning refers to the emotional association which a
word or a phrase suggests in one’s mind; it is the supplementary value
which is added to the purely denotative meaning of a word. Connotations
may be considered on two levels: connotations pertaining to individuals
and connotations pertaining to a group. E.g., father will have different
connotations for different people because of their individual experiences.
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Tradition, physical environment, education, and a common cultural
background link people into a whole. And the people who form such an
entity share much in the way of outlook and attitudes. So, the same word
or expression may not possess the same connotation to people of different
countries.

Sometimes the connotative meaning is not limited to one speech
community; semanticists write about “semantic universals”, e.g., white, to
most Chinese and Westerners, has certain similar favorable connotations:
‘morally or spiritually pure; spotless, innocent’. In most cases, however,
connotations are apt to vary considerably not only from age to age.

Hence, connotation 1is relatively unstable, as compared with
denotation, which changes too, but not so quickly.

3. Social, or stylistic meaning

Language must be adjusted to fit different contexts or situations
where it is used for a specific purpose. One adjusts one’s language so as to
make it appropriate in various situations in terms of social relationship
between the speakers or correspondents which may be that of friend to
friend, or professor to student; the occasion which may be a class reunion
or an official reception; subject matter which may be about serious
political issues or about films, swimming or food; the mode of discourse
spoken or written.

Martin Joos (1967) provided one of the most common classifications
of speech styles using criterion of formality. This criterion tends to
subsume subject matter, the audience, the mode of discourse, and the
occasion. Joos recognized five different levels of formality, each implying
different forms of speech to fit separate functions: (1) oratorical, or
“frozen”, (2) deliberate, or formal, (3) consultative, (4) casual,
(5) intimate™.

The oratorical (“frozen”) and deliberate (formal) styles
generally occur in written report or in dignified public speech prepared
beforechand with a written draft. Words marked in dictionaries as formal,
literary, poetic or archaic are to be used in these two styles.
Consultative and casual styles occur in everyday use. Consultative
style is a polite and fairly neutral style. It 1s used when we are talking to a
person whom we do not know well, or to someone who is senior to
ourselves in terms of age or social position. Common words are used in
this style. Casual style is used in conversation between friends or in
personal letters, when the language is informal, familiar, relaxed, warm
and friendly. A word or meaning labeled colloquial or informal is
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appropriate in the casual or intimate style. The “frozen” and intimate
styles do not have much practical use for us. We may further simplify the
style into three levels: formal, neutral and informal. None of these
styles is better than any other; appropriateness is the key to the good use of
the various styles.

4. Affective meaning

Affective meaning 1s concerned with the expression of feelings and
attitudes of the speaker or writer. There are a small number of words in
English whose main function is to express emotion. Some words are used
not as a mere statement of fact, but to express the speaker’s approval of the
person or thing he is talking about. They are “purr words”. On the other
hand, words like gang, niggardly, and to boast always show disapproval or
contempt on the part of the speaker. They are “snarl words”. Such words
are permanently charged with emotion, even when they appear in isolation.
Therefore, affective meaning is one of the objective semantic features
proper to words as lexical items, and forms part of the word meaning,
independent of the associations of the individual.
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Text 4

The Notion of Motivation
(from Giinter, Radden & Panther, Klaus-Uwe. An Attempt at Explicating
‘Motivation in Language’. Studies in Linguistic Motivation / ed. by Giinter, Radden
& Panther, Klaus-Uwe. (Cognitive linguistics research; 28), 2004. P. 1-46).

These insightful ideas on motivation make Ferdinand de Saussure
(1916) appear as a precursor of cognitive linguistics rather than the
“founding father of structural linguistics”. Motivation, in his view, is a
cognitive principle that makes language meaningful to its speakers and is
necessary as a counterbalance to arbitrariness. De Saussure’s notion of
relative motivation is in the spirit of cognitive linguistics, but his view of
motivation differs from modern cognitive approaches mainly in the
perspective taken: he views motivation as a limiting case of arbitrariness
(Saussure 1977), while cognitive linguists tend to see motivation as the
norm and consider arbitrariness as the last resort (Lakoff 1987: 346).
Similarly, Bernd Heine (1977) places the burden of proof on those who
cling to the dogma of arbitrariness. He argues that since “human behavior
is not arbitrary but [...] driven by motivations”, language structure, which
is a product of behavior, “must also be motivated” (Heine 1997).

Still, the term “motivation” is not frequently used in present-day
linguistics and authors often seem to presume that “motivation” is a self-
explanatory term. In current functional and cognitive linguistics, the notion
of motivation is understood in various ways, which are, however, not
necessarily mutually exclusive.

For example, Masako K. Hiraga (1994), very much in the Saussurean
spirit, understands motivation in the sense of a “non-arbitrary relationship
between form and meaning” (Hiraga 1994).

More specifically, Bernd Heine (1997) regards linguistic forms as
motivated if they ‘“are not invented arbitrarily, but are, rather, already
meaningful when they are introduced for some specific function.”

Within a semiotic tradition, John Haiman (1985) and others restrict
the term “motivation” to one type of diagrammatic iconicity, viz. structural
resemblance of language to conceived reality, opposing it to isomorphism,
1.e. the principle “one form — one meaning” (Haiman 1985).

Dirk Geeraerts (2003) wuses the terms “motivation” and
“1somorphism” in a somewhat different fashion, reserving the former for
paradigmatic relations between literal and figurative meanings (e.g.,
metaphor and metonymy) and the latter for one-to-one mappings from
non-figurative to figurative syntagmatic levels.
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George Lakoff (1987) probably has the naive native speaker in mind
when he characterizes motivation as an independently existing link L
between some A and some B that “makes sense”.

Traditionally, the term “motivation” is applied to the form of
linguistic units. More recently scholars have also applied it to the
extension of senses.
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Theme 3
Contrastive Typology of Semantic Changes of English and
Ukrainian Words

Word meaning is liable to change in the course of the historical
development of the English and Ukrainian languages (see Supplementary
Material for Self-study, text 1). Words acquire new meanings while some
of the old ones die away.

When the new meaning replaces, the older one exists side by side
with it as part of the semantic structure of a polysemantic word; it enriches
the vocabulary qualitatively. When it exists side by side with the older
meaning, but is no longer associated with it, the semantic development
results in the emergence of a new word; this contributes to the quantitative
growth of the vocabulary. Thus, the break of the word c/ub into a pair of
homonyms (club, ‘stick with one thick end’ and club, ‘association of
people meeting periodically’) gave a new lexical unit to the English
vocabulary.

Different changes of word meaning can be classified according to the
social causes that bring about change of meaning (socio-linguistic
classification), the nature of these changes (psychological classification),
and the results of semantic changes (logical classification) (figure 3.1).

Semantic Chanoe

/ V\

socio-linguistic psychological logical
classification classification classification
(cocial cances (natiire (the reanlts

Figure 3.1. Classifications of Semantic Change

Causes, nature and results of semantic changes should be viewed as
three essentially different but inseparable aspects of one and the same
linguistic phenomenon as any change of meaning may be investigated
from the point of view of its cause, nature, and its results (see
Supplementary Material for Self-study, text 2).
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3.1 Causes of Semantic Change of English and Ukrainian
Words

The causes accounting for semantic changes may be roughly
subdivided into two groups: a) extra-lingual and b) lingual.

By extra-lingual causes of semantic changes we mean various
changes in the life of the speech community, changes in economic and
social structure, changes in ideas, scientific concepts, way of life and other
spheres of human activity as reflected in word meaning.

The appearance of a new meaning is due to:

1) the appearance of new referents due to the progress of
scientific knowledge, which has brought new notions attached to new
meanings for many words, such as: atom, atomic energy, solar system,
radio, television, computer, chain reaction, a launching pad, etc.;

2) a factual change of referents because of technical progress,
e.g., the word machine originally meant ‘any kind of erection’; it acquired
its modern meaning in the 17" century; a pen ‘any instrument for writing’
< Latin penna ‘a feather of a bird’; supper ‘the last meal of the day’ <
French souper < pie sup ‘to drink in sips’. Cf. menex (Tenesizop),
Kpasuyuka (BEpTUKAIbHUM / TETEHbKUM JIBOKOJIICHUM BI3OK), KYUMOB03
(OUThIIMIT 1 MIMHIIMIKANA JBOKOJICHUM BEPTUKAIBHUM BI30K THITY Ta4yKH),
nonca (aMepUKaHCHKI YW 1HIINI €CTPajHI MICHI HU3BKOI SIKOCTi), cmpeui
(By3bKIl JlIBYayl IITaHU), Kanpi (11BOY1 IMITAHU-KJIBOIII 13 PO3PI30M YHU3Y),
¢gpumiop  (cCMaxiHHS), MowuOdians  (CBITOBHHM  YEMITIOHAT), 6icadic
(KOCMETHYHUH 1 XyAO0XKHIN JOTIISI 32 00MY4sIM), etc.;

3)a change of our knowledge of the referent, e.g., a live wire
‘one carrying electric current’ > ‘a person of intense energy’, a feed-back
‘the return of a sample of the output of a system’ > ‘response’; a don ‘a
university teacher, a leader, a master’ > ‘the head of Mafia family or other
group involved in organized crime’, etc.;

4)a change in emotional attitude to the referent, while in
reality the referent remains unchanged, which is found, for instance, in the
so-called degradation of meaning. The word knave is a good
example of this process. In Old English cnafa first meant ‘a boy’, then ‘a
servant-boy’, later ‘a male servant’, then it acquired the meaning of ‘a man
of humble birth or position’ and finally the word knave acquired a
derogatory meaning ‘a tricky deceitful person’.

Some changes of meaning are due to what may be described as
purely lingual causes, i.e. factors acting within the language system.
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The most common is the so-called ellipsis, i.e. the omitting of one
of the components in a word-group; the meaning is transferred to the other
component. For instance, the verb starve (Old English steorfari) originally
meant ‘to die’. It was habitually used in the collocation starve of hunger,
then the second element was dropped but its meaning was transferred to
the verb starve. The verb die (Danish loan word) came to be used in a
more general sense. Similar ellipsis may be observed in Modern English
when the meaning of one word is transferred to another because they
habitually occur together in speech, e.g., a weekly (newspaper); a presale
(a presale view); to study Dickens (to study works by Ch. Dickens).

Another linguistic cause is discrimination of synonyms, i.c. a
gradual change of the meanings of synonyms which develop different
semantic structures, e.g., autumn — harvest, a deer — a beast — an animal,
ocinb — epooicati. The same point may be illustrated by the semantic
development of the words land and country. In Old English, the word land
meant both ‘solid part of earth’s surface’ and ‘the territory of a nation’. In
the Middle English period, the word country was borrowed as its
synonym. The meaning of the word /and was somewhat altered and ‘the
territory of a nation’ came to be denoted by the borrowed word country.

Some semantic changes may be accounted for by the so-called
linguistic analogy. It was found out, e.g., that if one member of the
synonymic group acquires a new meaning, other members of this set also
change their meaning in the same way, e.g., to catch — to grasp — to get; to
snack — to bite (see Supplementary Material for Self-study, text 3).

3.2 Nature of Semantic Change of English and Ukrainian
Words

A necessary condition of any semantic change is some connection,
some association between the old meaning and the new one. There are two
kinds of association involved in various semantic changes:

a) similarity of meaning, and

b) contiguity of meaning.

Similarity of meaning, or metaphor (Greek meta ‘over’, pherein
‘to carry’) may be described as a semantic process of associating two
referents, one of which in some way resembles the other. For instance, the
word hand acquired in the 16" century the meaning of ‘a pointer of a clock
or watch’ because of the similarity of one of the functions performed by
the hand to point at something and the function of the clock is pointer.
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We observe the wide currency of metaphoric meanings of words
denoting parts of human body, e.g., the leg of the table, the foot of the
mountain, the neck of the bottle, the eye of the needle, the ear of wheat, the
teeth of the saw, the tongue of the bell, the back of the book, the nose of the
boat, etc.; 2on06Kka KGIMKU, BI4KO KAPMONII, HIC YAUHUKA, BVUUKO YeOpuKa,
20pJI0 NAAWKU, CHUHKA CMITbYsL, etc.

Metaphors are often classified proceeding from the physical
properties of the similarities on which they are based.

Metaphor may be based on:

a) similarity of form, e.g., a lamp-post or a maypole 1s ‘a very tall and
lean person’, a poker is ‘a person with stiff rigid manner’, a bridge of the
nose is ‘the upper bony part of the nose’ and an egg 1s ‘an airplane bomb’;
KoHeepmuKku xam, komywku monoisw, etc. Plants and flowers are often
called on the basis of some observed resemblance, e.g., crane's bill,
crowfoot, etc.;

b) similarity of function, e.g., head of the school, key to the mystery,
hand of the clock, wing of the plane; 2onxka sanunku, 6oxcepcvka epyua,
wsinka epuba, Hic YauHuka, niooulea 2opu, etc.;

c) similarity of position, e.g., the foot of the page, the top of the class;
20J108a KOJIOHU, KPUTLO OYOUHKY, X8ICI KOMemu, OHO dcummst, etc.;

d) similarity of temperature, e.g., hot scent, cold reason, in cold
blood, warm heart, give somebody a cold shoulder; menauii nputiom,
XO0JI0OHUU no2s0, etc.;

¢) similarity of movement, e.g., caterpillar ‘tractor’, sew the air
‘gesticulate’; unaxkomsamwvcsa 6iou, uac Oixcumv, OHI JemMAMb, 2Pouli
Manymo, Yymxu xo0smo, etc.;

f) similarity of colour, e.g., claret ‘a red table-wine’; blood-orange ‘a
cultivated orange with red pulp’, etc. The names of some flowers and
shrubs are commonly used to denote their colours, e.g., lilac, rose, violet
and orange are often applied to other referents of the same colour. Cf.
Conye xununoco yoice Ha 3axio i Kpusasum OIUCKOM 0OIUBANO CHINCHI
noaorunu (1. ®paHko);

g) similarity of hardness, e.g., adamantine ‘like a diamond’; meman y
eonoci, etc. Cf. Bidomo, wo 3a nmoouna 3 Heexuninoco — kpeminb
(O. Temira);

h) similarity of transparency, e.g., crystal ‘clear’, lucid,
XpycmanvHuu, etc.

A special group of metaphors comprises transition of proper names
into common ones. This process is called antonomasia, e.g., an Adonis ‘a
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very handsome young man’, a Cicero ‘a gifted orator’, an Einstein ‘a man
of genius’, a Vandal ‘a person who intentionally destroys or damages
public property’, a Don Quixote ‘an idealist ready to fight for his ideas’,
etc.; 3aKoXaHUX Ha3uBarwTh Pomeo i /[[pcyrvemma, 3anviusibHUKA — [Jon
Kyan, pesauBoro — Omenno, ckynoro — Ilnowkin, mycToro MpiiHuKa —
Mamninos, CTyxHSHOTO TPYAIBHUKA — l6aH, KPACHOMOBHOTO — [{uyepon, etc.
The above mentioned examples are not typical of the English or Ukrainian
language only. Most of them have acquired international currency.

Zoosemy is a special type of metaphor when names of animals are
applied to people to denote human qualities. For instance, a cruel person
may be called a tiger, a crafty person — a fox, a stupid person — a goose or
an ass, a clumsy person may be called a bear, a person exclusively devoted
to books may be called a bookworm, etc. Cf. nes ‘xopoOpa moauna’, ouxui
KiHb — CUMBOJI yHEPTOi 1 HECIyXHSHOI JIOJWHU, (hazan — CUMBOJ KIHKU
JIETKOI TIOBEIIHKH, 860pOHA ‘HEYyBa)XHA JIIOJWUHA’, idcak ‘TOCTpa Ha S3HK,
’KOBYHA JIFOAWHA, 8udpa ‘XyJa KiHKa’, 6apax — CAMBOJ CIIyXHSIHO1, M’ SIKOi
JIIOJTUHH, KOPO8A — CUMBOJI JOOPOTH 1 TIpariento0HOCTI, etc.

There are many idiomatic phrases and proverbial sayings containing
names of animals, birds, reptiles and insects used metaphorically, e.g., a
dog in the manger, a snake in the grass; sk bapan 6 anmeuyi, K bapan Ha
HOBI Bopoma, Xi0 KoHeM, 3'icmu cooaKy 6 4omy-Hebyob, X04U 808KOM BUIL,
8IpHULL 5IK cobaka, imu ax cobaka Ha noceucm, etc.

Verbs converted from nouns denoting animals also have
metaphorical meaning, e.g., worm into somebody's confidence, fish in
troubled waters, monkey with something, etc., but they are less frequent in
Ukrainian, e.g., cobauumucs, etc.

In actual usage, the motivation of the word meaning may be obscured
or completely lost. The latter leads to the development of the so-called
fossilized, or trite (dead) metaphors by origin. Trite (dead) metaphors
belong to the vocabulary of a given language as a system. In such cases,
the connection between the original and transferred word meaning is lost.
Such transpositions may lead to a complete semantic change of a word,
wherein the secondary figuratively derived meaning becomes, in fact,
primary. The word “metaphor” itself is a metaphor, meaning ‘to carry
over, across a term or expression from its normal usage to another’.

Thus, depending upon the degree and unexpectedness,
metaphors can be:
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l)trite (dead, linguistic), which and are fixed in dictionaries
and often sound banal like clichés, e.g., to burn with desire, winter comes,
HiJiCKa cmoaa, noiim ganmasii, etc.;

2)genuine (original, poetic), which are created by the
speaker's / writer's imagination and sound fresh and unexpected, e.g., The
house was a white elephant but he couldn’t conceive of his father in a
smaller place — describes the size and enigma of the house.

It must be borne in mind that linguistic (trite, dead) metaphor is
different from metaphor as a literary device (genuine, original, poetic).
The poetic metaphor is the result of the author’s creative imagination,
e.g., Shakespeare’s marriage of two minds. While the poetic metaphor is
offered and accepted, both the author and the reader are to a greater or
lesser degree aware that this reference is figurative, that the object has
another name, in a linguistic metaphor, especially if it is dead as a result of
long usage, the thing named often has no other name.

While taking into consideration the componential structure of
metaphor, we can talk of simple (one-word) and sustained
(prolonged) metaphors. A sustained metaphor occurs if a)a sentence
contains a group of metaphors; b) consists of principal (the central image
of sustained metaphor) and contributory (the other words which bear
reference to the central image) images. A good example of a sustained
(prolonged) metaphor is the following: Pickwick bottled up his vengeance
and corked it down. The verb to bottle up is explained in dictionaries as
follows: ‘to keep in check, conceal, restrain, repress’. The metaphor in the
word can hardly be felt. But it is revived by the direct meaning of the verb
to cork down. This context refreshes the almost dead metaphor and gives it
a second life.

Closely related to metaphor is simile. If metaphor is an implied
comparison made by directly calling one thing another, simile is a direct
comparison, linking words /ike and as are used to compare two objects,
e.g., She is a rose. (metaphor). She is like a rose. (simile).

Traditional similes are ready-made units used in speech, e.g., as
obstinate as a mule, hungry as a wolf, bold as a lion, drink like a fish,
chatter like a magpie; icmu sk nacmiska, snepmuil siK 6ux, etc.

In Ukrainian, conjunctions are sometimes omitted, which brings a
simile closer to a metaphor: Kunueu — mopcovka enubuna (1. ®panko).

Contiguity of meaning, or metonymy (Gr. mefa ‘change’, onoma
‘name’), may be described as a semantic process of associating two
referents which are somehow connected. Examples of metonymy include
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the crown (for a queen), the bench (for a judge), or the balcony (for the
people in the balcony of a theatre); ceno (Ha mo3HaYEHHS CEJISH), MApPLIKA
(He caM MpeJIMET, a 110 B HbOMY BMIIIIEHO), etc.

The difference between metaphor and metonymy lies in the fact that
in metaphor, the sense-shift is based on real or fancied similarity between
things of different classes, while in the case of metonymy, the sense-shift
is between things of different classes associated by actual contiguity,
whether they are in physical contact or not. This can be perhaps best
illustrated by the use of the word tongue in a word combination mother
tongue. The primary meaning of the word tongue ‘the organ of speech’, in
mother tongue it means ‘language’.

The simplest case of metonymy is called synecdoche (Greek syn
‘together’, ekde chomai ‘1 join in receiving’) when the name of the part is
applied to the whole or the whole to the part. Thus, the synecdoche fen
sails may be used to refer to ten ships describing a sailboat race, e.g., Ten
sails can be seen rounding the buoy, or grey beards may be used to refer to
old men, e.g., We need some grey beards to help us out. We also find cases
of synecdoche in the sentences: We need some new blood in the
organization. Mrs Grundy frowns on blue jeans. We need some new faces
around here. In all these examples, a part stands for the whole. The
Ukrainian language also abounds in examples: Tym ne cmynana nwoocbka
nozca. Cf. Yepsona wanouka, Hoca He nokazysamu, etc.

The whole may stand for a part; thus the names of various animals
are commonly used to mean an article of clothing made of these furs, e.g.,
fox, otter, stoat, etc. Cf. nopxa, cobonw, coppnocmati in Ukrainian.

The metonymic transfer may be conditioned by different types of
associations, such as:

a) the sign stands for the thing signified, e.g., from the cradle to the
grave ‘from childhood to death’, the crown ‘monarchy’, grey hair ‘old
age’; mpiamu npo oopyuxy (TOOTO ‘MPISTH PO OJAPYKEHHS ), etcC.;

b) the instrument stands for the agent, e.g., the best pens of the day
‘writers’, the pen is stronger than sword, nepo cuivHiuie meyd, GiH —
nepwa ckpunka, etc.;

c) the name of container 1s used instead of the thing contained, e.g.,
The kettle was boiling. The dish was delicious. Po3nieckamu 8iopo. 3'icmu
0si mapinku. Sometimes the name of a place is used instead of what is
going in this place or instead of a person/persons who is/are in this
place, e.g., street may be used for people in the street, chair for the
members of the chair, bench may be used for judges and pulpit for clergy,
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e.g.:. Downing Street disapproves of the move. The whole chair was
present. Cmadion annoodyeas. Kuie npocunaemocs;

d) the names of various organs are used for the function; thus, ear
stands for ‘hearing’, eye for ‘sight’, breast for ‘emotions’, head for
‘brains’, nose for ‘sense of smell’ (used figuratively), e.g., have an ear for
music, have a ready tongue, have an eye for beauty; 20108y empauamu,
mamu 20108y Ha niedax, 6eOMiob HA 8YX0 HACMYnue, y Hei 3010me
cepye, etc.;

¢) common nouns are derived from proper names, this process being
called antonomasia. Many international physical and technical units are
named after great scientists, e.g., ampere ‘a unit of electric current’ (after
the French physicist Andre Marie Ampere), volt ‘a unit of electrical
potential difference’ (after the Italian physicist Alessandro Volta), watt ‘a
unit of power’ (after the. Scottish inventor James Watt); uumas [ onuapa
(kHMKKM, HanucaHi ['onyapem), criyxas [llonena, etc.

Closely akin to the above-mentioned type of metonymy is the use of
people's names to denote things associated with them, e.g., raglan (after
Field-Marshal Lord Raglan), nicotine (after Jean Nicot, who introduced
tobacco in France), mauser (after Paul Mauser), etc. In Ukrainian, there can
be found such examples: Opaynine (Ha yects J[>kona bpayHinra, sikui
KOHCTPYIOBaB ITICTOJICTH Ta 1HINY 30poi0), popo (Ha yecth I'eHpi dopaa),
maxinmow: (TJall, Ha3Ba SKOIO TMOXOJUTh BiJl MPI3BHUINA MIOTIAHIISA
Yapawrza MakiHTo1a), earigpe (MOXOAUTH Bl iIMEH1 (PPaHITy3bKOTO reHepaia
["actona INanmide, sikuii 3ampoBaauB 111 IITAHU JJIsI KABAJIEPUCTIB), etc.

Geographical names turned into common nouns to name the goods
exported from or originated there. Here we find the names of countries,
cities and towns, islands, mountains, etc., €.g., Bordeaux ‘wine from the
Bordeaux region, France’, malaga ‘wine made, in Malaga, a city and
province in Spain’, Tokay ‘sweet wine from Tokay, Hungary’; maoepa
‘KpilUIeHE BHHO, 1110 BUPOOJSETHCA HA OJHOWMMEHHOMY apximnenasi
OoCTpoBIiB  Maneiipa’, nanama  ‘TpaAuIlIMHUNA  TOJOBHHH  yOIp
€KBaJIOPCHKOTO TOXOJKEHHS, MpuBe3eHU 10 €Bporu Ta A3il uepes
[Tanamy’, 6ocmon ‘OBUIBHUN BaJlbC, KU 3apouBcs B M. bocToH’, etc.

Besides metaphor and metonymy, other types of semantic change are
hyperbole and litotes.

Hyperbole (Greek hyper ‘beyond’, ballein ‘to throw’) is an
exaggeration statement which is not meant to be understood literally. It
expresses an emotional attitude of the speaker to what he is speaking
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about. Hyperbole is often used in colloquial speech, fiction and poetry, but
not in scientific texts where precision of expression is necessary.

Colloquial speech is rich in hyperbolic expressions, e.g., You'll be the
death of me. A thousand thanks. I hate to trouble you. I have heaps of time.
The same may be said about Ukrainian colloquial speech, e.g., copavu
X6euni nidiuma, cmo _pokie He Oa4UIUCh, 8upic 00 Heba, UepKeu xmapu
3ayinanu, yepes mucsui pokis, etc.

Hyperbole often loses its force and its hyperbolic character, which
can be observed in such words as to amaze, to astonish, to surprise. The
word astonish, e.g., originally meant ‘to thunderstrike’ (Latin ex ‘from, out
of’, tonare ‘to thunder’). Then the word astonish lost its force and in
Modern English it is just an emphatic synonym for the word to surprise.
The word amaze has almost the same history, originally it meant ‘utter
physical stupefaction’.

The reverse figure is called litotes, or understatement. It may be
defined as expressing the affirmative by the negative of its contrary, e.g.,
not bad ‘good’, no coward ‘brave’, no chicken ‘old’; neneoauuii
‘TIpanbOBUTHUN, €tC.

Some understatements do not contain negative, e.g., rather decent, 1
could do with a cup of tea; 3’im Kpuxmy xaiba; muxuie mpasu, HUNCUE
600U, Xama Ha Kypavux Hidckax, etc. Strictly speaking, the litotes concerns
mostly usage and contextual meaning of words.

Understatement is rich in connotation: it may convey irony, €.g.,
father unwise (about somebody very silly), rather pushing (about
somebody quite unscrupulous); #e 6e3 yuacmi, etc.

Understatement is considered to be a typically British way of putting
things and is more characteristic of male colloquial speech.

3.3 Results of Semantic Change of English and Ukrainian
Words

Results of the semantic change can be generally observed in the
changes of the denotative component of word-meaning (extension
and restriction of meaning) or in the changes of its connotative
component (amelioration and degradation of meaning).

Extension (or widening) of meaning is a semantic process of
application of a word to a wider variety of referents. For instance, pirate
meant ‘one who robs on the sea’, now — ‘any one who robs with violence’;
salary (Latin solarium) meant ‘the money given to Roman soldiers to buy
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salt with’, now — ‘fixed payment paid regularly for services’; camp meant
‘a military camp’, now — ‘a place where people (soldiers, scouts, tourists,
climbers, geologists, etc.) live in tents or huts for some time’; box meant ‘a
small container for drags, jewels and money’, now ‘any — container’. Cf.
Ooonoicyan meant ‘po3MyCHUK 1 OE€33aKOHHHMK JIFOOOBHUX 1 JYEJIBHUX
npuroj (iCTOpUYHO iCHaHElb)’, NOW — ‘3AIMISUIIBHUK , J0genrac meant
‘PO3MYTHUK , NOW — ‘CIIOKYCHHK, YOJOBIK 13 JIESTKOBXKHUM CTaBJICHHSIM J10
KIHOK, Meyernam meant ‘pUMCHKUAN MOJITHYHUHN T4, IKAA MaTepiaabHO
nonomaraB BeprinieBi Ta ['opaiiieBi’, now — ‘6araTuii MOKpOBUTEIb HAYK
Ta MUCTEITB’, no/le meant ‘Oe3iica piBHUHA, MOPOKHIM BETUKUN MPOCTIP’,
now, besides this meaning, also — ‘minsHKa 3emuti, BiABEAEHA Mij IIMO-
HEOyAb’, ‘POCTIp, y MeXKax SKOro BiIOYyBaeThCsA siKach Mist’, ‘cdepa
TISJIBHOCTI’, ‘CMY’KKa B3JOBX Kpalw apKylia mamnepy’, ‘BIIITHYTI Kpai
Kanemoxa’.

Extension of meaning in most cases is naturally combined with a
higher degree of abstraction than implied in the earlier meaning of the
word. Most words begin as specific names for things, however, this precise
denotation 1s lost ant the meaning of the word gets extended and
generalised. For instance, season once had the meaning ‘spring, time for
sowing’ and now it embraces all parts of the year; cmpiramu meant
‘Bunyckaru ctpiny’ and now it is used in a broader sense.

If the word with the extended meaning passes from the specialized
vocabulary into common use, the result of the semantic change is the
generalization of meaning. For instance, barn meant ‘a place for storing
barley’; now — ‘a place where grain and hay are kept’; farget meant ‘a
small round shield to fire at’, now — ‘anything that is fired at’; pioneer
meant ‘soldier’, now — ‘one who goes ahead’; the meaning of the word
vehicle that meant ‘a trolley’ spread on all the means of transport.

In Ukrainian, the word cmonap first meant only ‘the man who made
tables’ and then started to mean ‘a specialist in processing wood and
manufacturing things from it’. The word axypamucm first was used in the
meaning of °‘carefully processed’ (from Lat. accuratus ‘careful’). In
Modern Ukrainian, it is spread in the meanings of ‘carefully made’, ‘the
one that is kept in order’.

Restriction (or narrowing) of meaning is a semantic process when
a word begins to denote only some of the referents which it previously
denoted. For instance, meat Old English ‘food and drink in general’
(mincemeat, nutmeat, sweetmeat, meat and drink) < Modern English
‘edible flesh’; fowl meant ‘any bird’, now — ‘a domestic hen or cook’. The
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word wit meaning ‘the faculty of thinking, good or great mental capacity’
was reflected by borrowed word ‘reason’ and now means ‘the utterance of
brilliant or sparkling things in an amusing way’.

In Ukrainian, the old Slavonic word 6uuna denoted the name of the
plant. In modern Ukrainian, it means only ‘cre0nuHa TpaBu, TpaBUHKA .
The noun nmax was originally used to name any bird, but later one more
meaning appeared — ‘cBilicbka TBapuHa'. The same process took place in
the words neuuso, which at first meant ‘yce cneuene 3 6opomna’ and then —
‘KOHIUTEPChKI BUpoOM 3 OopomiHa’, and xeac originally meaning ‘yce
KHCJIE’, NOW — ‘KUCIyBaTMM Hamiil 13 KUTHHOTO XJiOa abo >KUTHHOTO
ooporHa’.

Restriction of meaning is obvious in the use of the material instead of
the object that is made of it. For instance, silver ‘silver coins’, ‘silver
goods’; iron ‘a tool for smoothing out the linen irons-chains’; glass ‘a
drinking vessel; a mirror’, etc. The corresponding words in Ukrainian are:
cpibno, 3010mo, 3anizo, cKio, oiamanm, etc.

The process of narrowing occurs when a proper noun is used as a
common noun. For instance, cenotaph (an empty tomb) — the Cenotaph (in
London); border (frontier between two countries) — the Border (frontier
between Scotland and England); city — the City (in London); peninsula —
the Peninsula (Iberian Peninsula), cao — c. Cao (Cymcbka 0011.)

The process of narrowing may be also present when an abstract noun
becomes a concrete noun, e.g., beauty — a beauty (a beautiful girl).

If the word with the new meaning is used in the specialized
vocabulary of some professional group, we speak of specialization of
meaning. For instance, fo glide Middle English ‘to move gently
smoothly’< Modern English ‘to fly with no engine’. In Ukrainian, there is
a quite number of such words and they mostly enter the vocabulary of
socio-political sphere. For instance, eapanm ‘Tol, XTO TapaHTy€ IIO-
HeOyap; mopyuutens’ acquired the meaning ‘nep:kaBa, opraHizaiisi 4u
ocoba, sKa TapaHTye IMI0-HEeOyab, TMOPYYUTENb’; Mauoan ‘BeJHKe
He3a0ynoBaHe Miclie B cenl abo Micti; mioma’ developed one more
meaning — ‘HaI[lOHAJIBLHO-MATPIOTUYHA MPOTECTHA aKIlisl HAa Maiijiandi’; also
cmabinvHicms, bapuxaou, etc.

In the above examples, it 1s mainly the denotative component of the
lexical meaning that undergoes the change while the connotative
component remains unchanged. In other cases, it is the connotative
meaning that is changed. These changes may be divided into two groups:
a) elevation of meaning and b) degradation of meaning.
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Amelioration (or elevation) of meaning is a semantic process
when the referent denoted by the word arises from humble beginnings to
position of greater importance. For instance, gueen meant ‘a woman’, now
— a royal title; minister ‘a servant’ > Modern English ‘an important public
official’; knight meant ‘a young servant’, now acquired an elevated
meaning through military and feudal associations — ‘a man who fought for
his feudal’; later it came to be also used as a title of rank.

In Ukrainian, such words as ogic, menedxcmenm, Kyp’ep are more
prestige than xormopa, ynpaeninnsa uu nocunvHui.

Such changes are not always easily accounted for, but, on the whole,
social changes are of importance for words that acquire elevated meanings.
For instance, nice (originally) ‘foolish, ignorant’, nimble ‘adroit in
stealing’, guest ‘a foreigner, an enemy’, fame ‘report, common talk,
rumour’, fo adore ‘speak with, to greet, to address’.

In Ukrainian, the process of amelioration 1s sometimes followed by
addition of the phrases y xopowomy cenci, no-oobpomy to the words
X60puil, KOHCep8amusHuil, nposoxysamu Ta iH: e.g., Kpim moeo, 6in y
XOPOWOMY CEHCi X8OpULL HA 0XHCA3.

Degradation (or pejoration) of meaning is a semantic process that
involves a referent’s lowering in social scale and thus the acquisition by
the word of some derogatory emotive charge. For instance, knave first
meant ‘a boy’, then ‘a servant’, now it’s a term of abuse and scorn; boor
originally denoted ‘a villager, a peasant’; later it acquired a derogatory,
contemptuous connotative meaning and came to denote ‘a clumsy or ill-
bred fellow’; greedy meant ‘hungry’, now it means °‘stingy’. Other
examples of degradation of meaning: churl (originally ‘a man’), gossip ‘a
godparent’, silly ‘happy’, idiot ‘a private person’, etc.

In Ukrainian, there can be found such examples: the word pax
‘mpicHOBo/iHa TBapuHa’ acquired the meaning ‘xBopo6a’; the verb
6ybonimu, originally meaning ‘npidbHo ctykatu’, nowadays is used in the
meaning ‘TOBOPUTH HEBUPA3HO’; Oazap ‘Micie, A BiAOYBAEThCS TOPTIBISA’
acquired the colloquial meaning ‘royiocHi 6e31aH1 po3MOBH’, etc.

The pejorated meanings are proper to the words that mean the names
of diseases, bad habits, social evils, injustice, etc. The pejoratrion of
meaning may take place with the help of morphological means — prefixes
and suffixes, e.g., 606k — 8o6xynaKka, Hoea — HOXMCUUe, EtC.

The degradation of meaning is often affected by social backgrounds.
The word a villain, e.g., was originally ‘a man who worked on a farm or
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villa’. Such a person was believed to have a low sense of morality because
his social status was low, and the word came to mean ‘a scoundrel’.

Words which originally were onomatopoeic acquired a derogatory
meaning. They are:

a) sounds of nature, e.g., splash, boom, whoosh; nniox, epk,
uty608co, etc.;

b) sounds of animals, e.g., squeak, cock-a-doodle-doo, meow, woof,
quack; Kykypiky, Hae, 2as, etc.;

c) sounds of inanimate things, e.g., bump, beep, clash; eyn, epiox, etc.;

d) human sounds, e.g., grunt, gasp, yaw; em, ax, ox, xex, etc.

To sum up, semantic changes are not arbitrary. They proceed due to
the logical and psychological laws of thought, otherwise changed words
would never be understood and could not serve the purpose of
communication.
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Supplementary Material for Self-study

Text 1
Semantic Change as a Language Universal in the Historical
Perspective

The problem of semantic change has preoccupied linguists ever since
the beginning of the 19™ century. It was at that time when many students of
language first realized that sense alterations can no longer be treated as
corruption or degeneration and tried to bring them into order and system.
This outburst of interest in meaning and its development led to the
formation of a new area of linguistic study — the science of
semasiology, later denominated into semantics.

Numerous books, pamphlets, treatises dealing with semantic subjects
in the broadest sense of the term, dominated the linguistic scene for many
decades. In fact, it was the study of semantics that gave rise to modern
linguistics as a separate branch of science. It was the problem of semantic
change that predominated during the course of the 19" century.

Although its golden period is long gone, the study of diachronic
changes in meaning has never been abandoned entirely. Traditional
approaches to semantic change typically focus on outcomes of meaning
change and list types of change, such as metaphoric and metonymic
extension, broadening and narrowing, and the development of positive and
negative meanings. Examples are usually considered out of context, and
are lexical members of nominal and adjectival word classes.

However, language is a communicative activity that is highly
dependent on context, whether that of the ongoing discourse or of social
and ideological changes. Much recent work on semantic change has
focused not on results of change, but on pragmatic factors for change in
the flow of speech. Attention has been paid to the contributions of
cognitive processes, such as analogical thinking, production of cues as to
how a message is to be interpreted, and perception or interpretation of
meaning, especially in grammaticalization. Mechanisms of change, such as
metaphorization, metonymization, and subjectification, have been among
topics of special interest and debate.

Studying semantic change presupposes a more general understanding
of semantics. In order to grasp what it means for a meaning to change, we
need to know what meanings are in the first place.
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Traditionally, linguistic expressions have been said to be meaningful
because they are connected to aspects of the real world in some objective
way. That is to say, the connections in question are either there, or they are
not. Let us consider a simple example. If we describe the differences in
meaning between the words man, woman, boy and girl in terms of the
properties [+/- male] and [+/- adult], we can take a human being, and use
those properties (often called ‘“semantic components”) to decide
objectively whether to refer to them as a man, woman, boy or girl. This is
the basis of the so-called objectivist or truth-conditional theory of
semantics.

Semantic change has traditionally been looked at from a variety of
angles. Before we discuss the various classifications of meaning change
corresponding to these angles, it is important to realize two things:

1) the traditional classifications cannot be applied to all changes;

2) the classifications are not mutually exclusive: sometimes we can
apply two or even more labels to a single change, depending on which
aspect of the change we choose to use as the basis of our classification.

The first traditional typology of semantic changes is the division into
changes whose result is a more positive meaning known as
amelioration and those which give a more negative meaning known as
pejoration. A recent case of amelioration in British English is illustrated
in the following line taken from a song “Fit but you know it”: [ didn't
wanna bowl over all geezer and rude, not rude as in good but just rude
like uncouth. This line illustrates that the word rude, whose original
meaning of ‘unmannered’ (or indeed ‘uncouth’) is obviously rather
negative, can nowadays be used in a more positive sense.

The second traditional classification of changes in meaning is in
terms of whether it becomes broader or narrower. For instance, dog used to
refer not to any old dog, but to some specific large and strong breeds. The
development the English word dog has undergone is known as
generalization, widening or broadening. (As is so often the case
in linguistics and other sciences, several different terms are around for
what is essentially the same thing.) The opposite of generalization is
specialization (also known as narrowing). In Middle English any
young person could be called a girl; the restriction to female young
persons is a development that occurred in the early Modern period.

The third dimension on which certain semantic changes may be
classified is whether they result from metaphor or metonymy. In
metaphorical meaning changes, speakers perceive some sort of similarity
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between one concept (the source concept S) and another concept (the
target concept T), and press the word for S into service to talk about T.
The famous TV-chef Gordon Ramsay regularly calls participants in his
cooking contests “doughnuts” if they fail to perform well. This is clearly
not intended literally but figuratively. The basis of this metaphor is some
sort of similarity between doughnuts and the contestants in question,
probably including the fact that they are not very sophisticated or do not
display any intelligence. This example demonstrates two characteristics of
metaphor.

Meanings may become more positive or negative, broader or
narrower, may involve metaphor or (different kinds of) metonymy, and
may be caused by factors within or outside language.

Text 2
Different Approaches to the Study of Semantic Change

The 19™ century linguists were fascinated both with meaning and its
development and consequently semantics was a very productive field of
study at that time. The way in which semantics was perceived also, in
many respects, resembled various Ronald W. Langacker’s and other
cognitivists’ ideas. Michel Bréal (1897), who first introduced the term
“semantics” into linguistic jargon, claims that both morphology and
syntax, as well as word-meaning, make part of it. Bréal stressed the
overriding importance of semantics to which phonetics should be
subordinated. The very term “schema” — so popular with Ronald
W. Langacker and his followers — was a 19" century invention and the
idea of relying on such figures of speech as metaphor and metonymy in the
linguistic analysis goes back in time to 1825, when Christian Karl Reisig
lectured on the Latin language. However, not all aspects of meaning were
given equal status and attention.

Although its golden period is long gone, the study of diachronic
changes in meaning has never been abandoned entirely. In the present-day
linguistics, where cognitive theories are increasing in popularity and
gaining more adherents, semantics seems to occupy more and more central
place in grammar. The claim can be both easily justified and illustrated;
for Ronald W. Langacker (1987: 12), meaning is what language is all
about and grammar is simply the structuring and symbolizations of
semantic content. In turn, Anna Wierzbicka (1988: 3) argues that syntax is
semantically motivated, and for George Lakoff (1987: 228), the task of
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grammar is to show how aspects of form can follow from aspects of
meaning — just to mention some of the more representative examples. The
ideas may sound revolutionary and innovative especially when contrasted
with the relatively well-established (by linguistic standards, of course)
generative tradition, but the history of linguistics shows that cognitive
scholars were by no means the first to conceive them.

A logico-classificatory approach

Christian Karl Reisig (1792-1829), a classical philologist, and the
first semasiologist who originated, in a truly scientific sense, the linguistic
quest to find some general principles of semantic change with his series of
lectures on Latin. He came to the conclusion that the study of meaning
cannot be successfully dealt with either within etymology or syntax and
that is why a new branch of linguistics — semasiology — was needed,
whose task would be to discover rules governing the development of word
meaning.

The objective of Reisig was to focus on semantic change as a
major area of linguistic interest, and to show “the unfolding of the train of
thought with regard to the meaning of the words and to provide a
derivation of all subsequent meanings from the first in a logical and
historical order” (Reisig 1890: 1-2). It needs to be mentioned that the
quest to reveal semantic laws was prompted by a series of successes in
phonetics and historical comparative philology in general.

The discovery of the first sound laws by Rask and Grimm gave a
fresh impetus to Christian Karl Reisig (1881-90), Arsene Darmesteter
(1886), Emile Littré (1888), and Richard Chenevix Trench (1851) who
embarked on the insurmountable task of harnessing the semantic change in
regular patterns. However, Reisig’s, Darmesteter’s as well as Littre’s
(1888) studies on semantics had also a practical goal, that is the writing of
dictionaries and this involved ordering word meanings in lexical entries
based on truly semantic principles.

It seems that no better method than relying on logico-
classificatory apparatus could have been introduced in those
circumstances. Consequently, the same approach was applied to the study
of meaning change. It involved classification of general types or rules of
semantic change at the word level, taking phonetic laws as a model and not
trying to find out what actually caused individual changes as such.

Christian Karl Reisig (1881-90) perceived thoughts and feelings as
independent of language and, as a consequence, the study of semantic
change could only mean the study of the development of ideas or thoughts
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incorporated in the words themselves, disregarding extralinguistic factors.
The development of thought followed logical principles and the task of
semasiology was to show how the various meanings of a word arose from
the original meaning. The approach received the name logical due to the
fact that it employed logical relations between primary and secondary
meanings, figures of speech, as well as two general semantic rules, that is
restriction and extension (generalization) of meaning, as tools to
classify types of semantic change, which involved subordinating it to logic
and conceptual apparatus of classical rhetoric.

There were also other revolutionary ideas of Christian Karl Reisig’s
which had to wait almost two centuries to be finally acknowledged as
important linguistic concepts by cognitive grammar. These included
treating semasiology and syntax as one entity; placing the figures of
speech such as synechdoche, metonymy, metaphor in the central position
within his theory of language and focusing on complete word groups
rather than analyzing individual Latin words in isolation. Nevertheless,
W. Terrence Gordon (1982: 3) believes that Christian Karl Reisig’s
pioneering effort in the study of word-meaning was less remarkable in
itself than in the attention it drew and influence it exerted upon later works
on semantic change that followed.

A socio-historical approach

The school of hermeneutics, whose main task was the interpretation
of biblical texts and the works of Friedrich Schleiermacher (1768—1834),
in particular, influenced the historical approach to the study of semantic
change pushing the search for its motives in the direction of external
conditions, mostly historical and social or cultural. Notice that already
Christian Karl Reisig (1881) stressed the importance of studying in depth
the Latin texts and of taking into consideration the particularities of the
Roman nation.

Another important source of inspiration came from the éminence
grise of German semasiology, the philosopher Wilhelm von Humboldt
(1767—-1835) and his dynamic view of language.

Among others, Ludwig Tobler (1827-1895) in his etymological
investigations sought to provide systematic principles for the transitions
between concepts. Following Humboldt (1836), he believed that the
vocabulary of a nation represents its framework of thought and that the
original meanings of word roots constitute the inner form of language.

Also, Friedrich Haase (1808—1867) stressed the historical point of
view 1in his desire to discover how the genius of an individual nation
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expresses itself in the language and how it evolves, but unlike Reisig,
Haase (1874-80) set about studying the laws that govern the semantic
change with no reference to logic and instead of deducing them from
general logical principles of the human mind, he attempted to induce them
from historical records. Friedrich Haase, therefore, speaks only of the
natural or historical and consequently changeable, not the logical and
eternal semantic change rules. Seen from this perspective, semantic change
is a manifestation of historic progress in the life of the language.

Friedrich Haase offers a hypothesis on how semantic change takes
place which, from the present point of view, one might venture to call
“cognitive” since he claims that the only explanation for it can be sought
solely in conceptual processing.

An entirely different view on language was presented by Richard
Chenevix Trench (1807—-1886) who claimed that the power to name things
and language in general was a divine gift. In his “On the Study of Words”
(1851), while dealing with semantic change, Trench intended it to be, at
the same time, a lesson in changing morals and history. It is worth pointing
out that his moralistic and historical approach to semantic change became
slowly dominant in England. Language was, for Trench, a collection of
faded metaphors and words were treated as fossilized poetry. The range of
problems he tackled in his writings included the pejoration and
amelioration of meaning, although the terms themselves were not used;
the modification of meaning in borrowed words; the changes of meaning
due to politics, commerce, the influence of the Church.

A biologico-evolutionary approach

A group of French and Belgian linguists, which is often referred to as
“the French ideology”, including Honoré Chavée (1815-1877), Abel
Hovelacque (1843—1896), Julien Vinson (1843—-1926), Lucien Adam
(1833-1918), Paul Regnaud (1838-1910) among others, believed
linguistics to be a natural science and language an organism that is born,
develops, experiences a brief moment of evolutionary perfection,
degenerates, and dies.

The linguists, influenced by Charles Darwin’s theory of evolution,
defined the study of semantic change as the science of the syllabic
organisms of thought, which are to each other like the races that have
spontaneously created them. The word “spontaneously” should be stressed
here as the group adopted a view that semantic changes are determined by
natural laws quite independently of any involvement on the part of
speakers. They made the basic assumption that language lives, evolves and
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decays and that is manifested not only in semantic, but also phonetic
change. This approach, where semantic change is the natural result of the
life and interaction of words, is wholly consistent with August
Schleicher’s (1821-1868) naturalism as well as with the positivism and
empiricism of that time.

A constant use of expressions and metaphors describing semantic
change in terms of evolution and biological processes was a characteristic
feature of Arséne Darmesteter’s (1846—1888) research who was the first to
put forward a programme for French semantics. For him, the main feature
of a language was that it can never be fixed as it evolves all the time so
that new thoughts could be expressed. In his booklet entitled “Comment
les mots changent de sens” reprinted in 1888 with a preface by Michel
Bréal, he presented his theory claiming that change is illness, but the
language heals itself — metaphorically speaking — by its own therapeutic
means. Words that change their meaning, however, were regarded as
aberrations or ailments of language.

A psychological approach

The psychological tradition in semasiology was initiated by the work
of Moritz Lazarus (1824-1903) and Heymann Steinthal (1823—1899) in
the early 1860°. Steinthal tried to refute the belief that language is
governed by logical principles and that grammar is rooted in logic, instead,
he claimed that language is based on psychological principles, and these
principles are mainly of a semantic kind.

Steinthal and Lazarus (1884) drew their inspiration from the new
mathematical and mechanistic psychology of Johann Friedrich Herbart
(1776—-1841) who defended the thesis that the facts of experience, with
which psychology is concerned, are to be explained not by reference to
what he termed “faculties”, but by reference to the laws governing the
combination and interaction of those ultimate mental states described as
sensations, images, ideas or presentations. Thus, the process of semantic
change is based on apperception which was to be understood as the
process of assimilation of new ideas and forming larger systems.

While Steinthal and Lazarus tried to apply psychological theories to
study semantic change, Wilhelm Wundt (1832-1920) wanted to gain
insights into collective psychological phenomena from the linguistic
investigation. Notice that both Wundt and Steinthal use the term
“apperception”, but in the case of Steinthal, it is borrowed from Herbart,
whereas for Wundt the term “apperception” is understood in the sense
given to it by Gottfried Wilhelm Leibniz (1646—-1716), where it meant ‘an

93



inner act of the will which regulated association’. On the whole, Wilhelm
Wundt rejected Herbart’s intellectualism and focused on psychological
importance of will and action stressing the role of voluntarism in the
processes of semantic change. In consequence, the laws of semantic
change are based on the general laws of association.

The main principle of language change is for Frédéric Paulhan
(1927) association by resemblance in sound or sense, or analogy. Fair
enough, the importance of analogy was also recognized by neo-
grammarians, but while they gave the primacy to sound change, Paulhan
regarded semantic change as the main type of language change.
Significantly, unlike other linguists, Frédéric Paulhan knew that it is not
only important to understand why and how words change, but also how
and why they stay the same.

Herbart’s psychology of representation and Wundt’s psychology of
association were later replaced by Sigmund Freud’s (1859-1939)
psychoanalysis, especially of the type established by Carl Gustav Jung
(1875-1961). The linguist who applied this new approach to the study of
semantic change was a Swedish scholar Hans Sperber (1885-1960) for
whom the driving force in the process of meaning transformation was the
emotional charge with which a word can be loaded. He claimed that on
this charge depended the replacement of one meaning by another.

A functional and contextual approach

Philipp Wegener (1848-1916), like his French colleagues Michel
Bréal (1832-1915) and Gaston Paris (1839-1903), emphasized the
function of words and sentences and the influence of the communication
process on them. Wegener (1885) put forward a unified theory of language
acquisition, language use and language change based on strategies,
procedures, schemata and models, employed in the interaction between
speaker and hearer in the context of situation. What is more, he postulated
that the speaker’s and hearer’s interferences, mental schemata, the process
of problem-solving and the use of analogies play the crucial part in the
functioning of language. According to his theory, both the speaker and
hearer have at their disposal certain schemata for the construction and
reconstruction of meaning. These are schemata of time (actions
follow each other in time), space (actions take place in some context),
and movement (actions have purpose and are executed according to
some rules and sequences). In case we lack a schema, we can build a new
one in analogy with already known ones.
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In Wegener’s (1885) model, words do not carry meaning, but they
absorb meaning from the context or the intention of the speaker and the
understanding by the hearer. The interpretation of sentences is based on
conclusions or interferences drawn from the context and the meaning
emerges from communication as situated action.

In the works of Philipp Wegener and — to some extent — Johann
Stocklein and Hermann Paul (1846-1921), the meaning of words is
gradually detached from its etymological ties and perceived as a result of
contextual language use. It was believed to be created anew in each act of
communication and regarded as context-dependent, consequently it was
possible to differentiate between usual and occasional meaning.

Another contextual theory of semantic variation and change was
developed by a British psychologist of the early 20" century George
Frederick Stout (1860-1944), a forerunner of Gestalt psychology. The
meaning of words is for him not, as many German psychological
semanticists held, a representation or mental image associated with a word,
but a conceptual system, formed and shaped by other systems and
controlled by the topic of the discourse. Semantic change is accounted for
by him in terms of the mutual shaping of word-meanings, themselves
viewed as small conceptual systems forming part of larger structures, such
as the sentence and discourse. Word-meaning is seen as a rather fuzzy
territory delimited vaguely by the usual meaning, but always retracted and
reshaped by the use of words in discourse and in situation, which gives
them their occasional meanings.

The French historical comparative linguist Antoine Meillet (1866—
1936) studied semantic change as a function of changes in social groups
and generations of speakers.
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Text 3

Causes and Mechanisms of Language Change
(https://wikisofia.cz/wiki/3. Causes and Mechanisms of Language Change)

1. What are the usual directions of semantic change and why do you
think that is the case?

« semantic change = alteration in the lexical meaning of words and
morphemes; it is the most susceptible to change because of the
arbitrary connection between the signifier and the signified;

« directions of the semantic change usually come in pairs, one of them
is usually more frequent.

1. Generalization

« widening in scope of a word's meaning — word denotes a greater
variety of referents;

. more frequent than specialization;

. examples: holiday — originally only religious significance, now a
general break from work; business — originally the state of being
busy.

2. Specialization

« narrowing of the meaning — lower number of referents;

« sometimes occurs together with borrowing: a native word is
specialized, the borrowing has a general meaning (lust vs. desire);

« examples: meat — originally ‘food’.

3. Pejoration

« acquisition of a less favourable meaning;

« more frequent than amelioration;

. examples: hussy originally referred to ‘a housewife’; names of
animals used as derogatory terms;
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4. Amelioration

« acquisition of a more favourable meaning;

. examples: nice originally meant ‘silly, simple’; success originally
‘result’.

5. Weakening

. for topics that we find difficult to talk about (bodily functions, sex,
death) — linguistic taboo — we use euphemisms;

« euphemisms are in continual need of renewal — it may come to be
considered too strong after some time;

. examples: condition instead of disease (generalization), pass away
(figure of speech), STD (acronyms), darn (phonetic distortion).

6. Strengthening

« hyperbole, common with intensifiers (terribly sorry, awfully good);

 they undergo a continual process of weakening — must be replaced by
stronger words.

7. Figurative Shifts

. transfer of meaning from one referent to another;

. metaphor: semantic change takes place when a metaphor dies (it 1s
no longer perceived as a metaphor) — eye of a storm, mouth of a
river, the days to come;

. synecdoche: part for a whole — pretty faces (beautiful people), a
rhyme (a poem);

« metonymy: contiguity of meaning — the White House (the president
etc.);

+ synesthesia: a word referring to one sense is transferred to
another / to a non-sensual domain — a quiet colour.

Internal causes of language change

a) Factors contributing to change of which the speaker is more or less
unconscious:

—ease of articulation — the speaker exerts the least effort in
articulating sounds — assimilation of neighbouring sounds, omissions and
clipped forms;

— perceptual clarity — the hearer requires maximally distinct sounds
(works against ease of articulation);

— phonological symmetry — structurally balanced phonological
system — language acquires sounds to fill gaps and eliminate sounds that
cause asymmetries, e.g., [Z] added to match already existing [§], etc.;
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— universal tendencies, e.g., devoicing of final consonants, the loss of
final n’s, development of function words and inflections from full words,
etc.;

— efficiency, or transparency — to achieve a one-to-one relationship
between grammatical form and meaning, e.g., noun plurals indicated by -s,
etc.

b) Factors of which the speaker is more or less conscious:

— spelling pronunciation — the speaker pronounces a word as it is
written rather than as it is conventionally pronounced, e.g., “t” in often, “1”
in almond, “h” in forehead, “p” in clapboard, etc.;

— hypercorrection — the speaker may correct a mistake which is not,
in fact, a mistake, e.g., cheddar — [tfeta] instead of [tfeda], between you
and I instead of you and me, etc.);

— overgeneralization — the speaker overgeneralizes a linguistic rule,
applying it in contexts where it does not hold, e.g., product — [prouvdokt]
instead of [prodokt], boughten instead of bought, etc.);

— analogy — the speaker alters the form by analogy with another form
with which it is related, thus eliminating irregularities in the language, e.g.,
teached instead of taught, pled instead of pleaded, etc.;

—renewal — the constant need of renewal of emphatic forms and
euphemisms as they cease to convey emphasis or fail to be recognized as
euphemisms, e.g., very replaced by totally, hugely, massively, awfully,
terribly..., originally a euphemism intercourse replaced by sexual
relations, etc.;

— reanalysis — the user of the language develops a new understanding
of the structure of certain phrases, e.g., according to him: originally
present participle according + prepositional phrase to him — now complex
preposition according to + object him).

Types of semantic change

An alternation in the lexical meaning of words and morphemes

Generalization — the widening in scope of a word’s meaning,
allowing it to denote a greater variety of referents — a reduction in the
number of semantic features, e.g., holiday originally referred only to ‘holy
days’; crisis to ‘a turning point of a disease’; carry to ‘transport in a
vehicle’, etc.

Specialization — the narrowing in scope of a word’s meaning —
the number of referents of the words decrease, e.g., sermon originally
referred to ‘a speech, discourse’; cellar to ‘a storehouse’; meat to ‘food’,
etc.
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Pejoration — the acquisition of a less favourable meaning, a
lowering in the value judgment associated with the referent, e.g., villan
originally referred to ‘a low-born or common person’; poison to ‘potion,
drink’; cunning to ‘knowledgeable’, etc.

Amelioration — the acquisition of a more favourable meaning, an
elevation in the value judgment involved in the referent, e.g., mansion
originally referred to ‘a house, dwelling’; spill to ‘shed blood’; nice to
‘silly, simple’, etc.

Weakening and strengthening —the use of a word that is
weaker than is required by the circumstances (context — a kind of
understatement that may lead to strengthening of that word) or the use of a
word that is stronger than is required by the circumstances (context — a
kind of overstatement that may result in weakening of that word).

Weakening is caused by the use of euphemisms in order to avoid
the direct terms for topics that are difficult to talk about (= linguistic
taboo). The forming of euphemisms:

a) generalization — use of a wider or more general term, e.g.,
condition for ‘disease’, etc.;

b) splitting features — lessening the impact by dividing the semantic
features between two words, e.g., pre-owned for ‘used’, etc.;

c¢) borrowing words — use of a neo-Latin of Greek pseudo-technical
term, e.g., expire, etc.;

d) figure of speech — use of a metaphor, e.g., pass (away), etc. or a
metonymy, e.g., in his cups for drunk, etc.;

¢) semantic shift — use of the name of one part of the process to
denote another part, e.g., to go to the bathroom, etc.;

f) phonetic distortion (taboo deformation) — alternation of the
phonetic form of the word, e.g., shoot, etc.;

g) diminutives — addition of a diminutive suffix, e.g., tummy, etc. or
the use of replication, e.g., wee-wee, etc.;

h) acronyms or initialism, e.g., 7B for ‘tuberculosis’, etc.;

1) the use of the hyperbole (common with intensifiers and expressions
like I’'m dying to = “I want to”, etc.).

Figurative shifts — a transfer of meaning from one referent to
another. Most widely known are:

A. Metaphor, which contains an implied comparison based on similar
semantic features of two referents, e.g., He is a rat.); when a metaphor
dies, i.e. when the metaphorical meaning is no longer recognized but has
become part of the denotation of the word, then a semantic change has
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taken place, e.g., eye of the storm, etc. Metaphorical shifts are the
following:

— shift from concrete to abstract meaning — often from physical to
mental meaning, e.g., franslate meant ‘to carry across’, etc.),

— shift from abstract to concrete, e.g., essay meant ‘an attempt, a
trial’, etc.);

— shift from spatial to temporal meaning, e.g., the days to come, etc.

B. Synecdoche — the name of a part is used for the whole, e.g., new
blood, etc. or a thing is named by the substance which composes it, e.g., a
glass, etc.

C. Metonymy — something is named by an object associated with it,
e.g., the crown ‘the king / queen’, etc.

D. Synesthesia — a word referring to one sense is transferred to
another or to non-sensual domain, e.g., a bright idea, etc.

E. A word naming an internal psychological state is used to refer to
an external object evoking that state, e.g., dreadful occasion, etc. or vice
versa, e.g., happy person, etc.

Invited inferences — meanings which arise in context “on the
fly” and must be inferred by hearers become part of the conventional,
denotational meaning of the word (also called ‘“conversational
implicatures™), e.g., since — originally a temporal meaning: Since dinner, 1
have been reading. In certain contexts — causal meaning: Since he left, |
have been sad. = ‘after / because’, or the causal meaning becomes part of
the denotation of the word: Since you are rich, why don’t you buy a new
house? = ‘because’.

Cultural change — change to a word’s referents, e.g., picture — ‘a
visual representation’, but also ‘a cinematic movie’, ‘X-ray’, ‘a television
image’, ‘a photograph’, ‘a computer-generated graphic’, etc.

Social change — people imitating the usage of the upper classes
or of authorities such as psychologists or psychoanalysts, €.g., an outgoing
person is an extrovert, etc. or sociologists, e.g., the person we admire is
our role model, etc. — popularization of these specialized terms — or,
people imitating the usage of the lower classes by adopting slang, e.g., leak
for ‘disclose information’, etc.

References
1. Causes and Mechanisms of Language Change. URL :
https://wikisofia.cz/wiki/3. Causes and Mechanisms of Language Change.
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Theme 4
Isomorphism and Allomorphism of Polysemy and Homonymy
as Language Universals

Polysemy and homonymy, as well as semantic change, are
linguistic universals, i.e. they are typical of both English and
Ukrainian.

Allomorphism of polysemy and homonymy in the English and
Ukrainian vocabulary, namely, highly developed polysemy and abundance
of homonyms in the English vocabulary, in comparison with the Ukrainian
language, can be explained by the following reasons:

a) the analytical character of the English language and

b) the monosyllable character of the English word.

4.1 Semantic Structure of Polysemantic Word

It is generally known that both English and Ukrainian words may be
either monosemantic or polysemantic.

Monosemantic words are sometimes represented by a whole lexico-
grammatical class, as it is in case of all pronouns, numerals, conjunctions,
and various nomenclature words (terms). For instance, we, she, nobody,
ten, thirty, and, or, atom, oxygen, sugar, today, 6iH, 8OHU, OecCsmb,
nepwiuil, i / ma, 4u, KUCeHb, YyKop, CbO20OHL, MOpIK, etc.

Polysemantic words convey several concepts/notions and thus
possess the corresponding number of meanings. For instance, the word
stone 1s polysemantic, it has the following meanings:

1) hard compact nonmetallic material of which rocks are made, a
small lump of rock, e.g., Smoke curled lazily from the brown and gray
rock chimney made of rounded river stones. (Foster)

2) pebble, e.g., The bank became low again, and Miro crossed the
brook by running lightly on the moss-covered stones. (Card)

3) the woody central part of such fruits as the peach and plum, that
contains the seed;

4) jewellery, short for gemstone, e.g., “Here,” she said, and took off
a slim silver necklace with an intricately carved pale jade stone the size of
a grape. (Hamilton);

5) a unit of weight, used esp. to British, a unit of weight, used esp. to
express human body weight, equal to 14 pounds or 6.350 kilograms;
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6) a calculus concretion in the body, as in the kidney, gallbladder, or
urinary bladder; a disease arising from such a concretion, e.g., My brother-
in-law, he says gallstones hurt worse than anything. Except maybe
kidneystones. (King)

In Ukrainian, the word 3emns has the following meanings: 1) Tpers
Bii CoHLS TUIaHeTa; 2) BEPXHIM IIap 3€MHOI KOpH; 3) peuOBHMHA TEMHO-
Oyporo KoJbOpy, IO BXOAWTH J0 CKJIaay 3e€MHOI KopH; 4)cyma (Ha
BIIMIHY BiJl BOJHOTO IIPOCTOPY); 5) KpaiHa, Kpail, IeprKaBa.

The ability of words to have more than one meaning is described by
the term “polysemy” (Greek polus ‘many’, sema ‘meaning’), which means
‘a word having many meanings’ (see Supplementary Material for Self-
study, text 1).

The problem of polysemy was greatly developed by academician
V. Vinogradov (Bunorpanos 1977), who differentiated the meaning from
the usage (a contextual variant). Meanings are fixed and common to all
people, who know the language system. The usage is only possible
application of one of the meanings of a polysemantic word, sometimes
very individual, more or less familiar. Meaning is not identical with usage.

Polysemy exists only in language, not in speech. An
isolated word in a dictionary is usually given with all its meanings, but
taken in any definite context, the word has only the meaning required by
the text. For instance, act has several meanings: ‘do something’, ‘behave’,
‘take a part in a play’, ‘pretend’. In a sentence Some men have acted
courage who had it not; but no man can act wit — act means ‘pretend’.

Polysemy belongs to paradigmatic description. The meaning of
the word in speech is contextual. Polysemy does not interfere with the
communicative function of a language because in every particular case, the
situation or context, i.e. environment of the word, cancels all unnecessary
meanings and makes speech unambiguous.

Professor A. ISmirnitsky (Cmupnunkuii 1956) claimed that all the
meanings of the word form identity supported by the form of the word. His
term ‘“a lexico-semantic variant” (LSV) denotes one of the individual
meanings of a polysemantic word.

LSV is signaled either by the form of the word itself or by context,
that 1s why it is a two-facet unit. The formal facet of it is a sound-
form of a word, while the content facet is one of the meanings of a given
word, 1.e. the designation of a certain class of objects. Words with one
meaning are represented in the language system by one LSV, polysemantic
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words — by a number of LSVs, which are registered in dictionaries as
different meanings of one and the same word.

All LSVs of a polysemantic word form a homogeneous semantic
structure of a word ensuring semantic unity of the given word.

The semantic structure of a polysemantic word is a structured set of
interrelated lexico-semantic variants (the major (or basic) meaning of a
word and the minor (derived) meanings) with different denotative and
sometimes connotative components of meaning.

The lexico-semantic variants belong to the same set because
they are expressed by the same combination of morphemes, although in
different contextual conditions. The elements are interrelated due to the
existence of the common semantic component.

For instance, youth — 1) the friends of one’s youth, 2) a young man,
3) young men and women. These variants form a structured set
because they are expressed by the same sound complex and they all
contain the semantic component “young”, which is the semantic
centre of the word, i.e. the part of meaning which remains constant in
all the LSVs of the word.

The semantic structure of a polysemantic word is the system and
hierarchical unity of all the types of meaning that a certain word
possesses. In ordinary conversation, we can draw a borderline between
LSVs without difficulty considering valency, syntactic function,
paradigmatic and morphological (number, case, etc.) peculiarities, e.g., /
ran home (intransitive verb) VS [ ran this office (transitive verb).

It is thus evident that defining the semantic structure of a
polysemantic word implies establishing the order of chaining and
subordination of nonhomogeneous meanings and defining the means of
semantic discrimination between LSVs within one word. Cf. free, adj.:

1) not a prisoner — not held, tied up, or kept in bondage: He walked
out of the courtroom a free man.

2) not controlled or limited — allowed to do or say whatever you
want, or allowed to happen, without being controlled or restricted by
anyone or anything: Women are struggling to break free from tradition.

3) not fixed, able to move — not in a fixed position or not joined to
anything: Both bookcases stand free of the wall.

4) not busy — is you are free or have some free time: I am free next
weekend.

5) without — not having something that is unwanted or unpleasant:
Ensure the wound is free from dirt.
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6) no cost — something that is free does not cost you any money: / got
some free cinema tickets.

7) not occupied, not engaged (of place, time) — something that is free
is available to use because it is not already being used: Is this seat free?

8) not suffering — not suffering from something: At last she was free
of pain.

9) not containing something: 4 fat-free yoghurt is what I need.

10) tax — if something is free of tax, you do not have to pay tax on it:
This small business income should be free of tax.

11) chemicals technical — a free chemical substance is not combined
with any other substance: The scientists tried to measure the amount of
free oxygen in the atmosphere.

In most cases, the first meaning of a polysemantic word holds a kind
of dominance over the other meanings conveying the concept in the most
general way, in this way presenting the centre of the semantic
structure of the polysemantic word, whereas other meanings are
associated with special circumstances, aspects of the same phenomenon.

For instance, the first meaning of the word fire, n. is the centre of the
semantic structure of this word (‘an instance of destructive burning’),
while all the other senses are secondary: ‘burning material in a stove,
fireplace’, ‘the shooting of guns’, ‘strong feeling, passion’.

A good illustration in Ukrainian is given by the word mope:

1) yacTiHa OKeaHy — BEJUKWM BOJHHUH MPOCTIP 3 TiPKO-COJIOHOIO
BOJIOI0, SIKU OLIBIII-MEHII OTOYEHUM CYyX0/10JI0M;

2) ny’Ke BEJIMKE IITY4YHE BOJIOMMHUIIIE;

3) nepen. mopocina, BKpUTa YUMOCH BEJIMKA, O€3MeXHa TUIOLIMHA;

4) nepen. Bennka KiJbKICTh 4OTOCh.

Yet, it is not in every polysemantic word that such a centre can be
found. Some semantic structures are arranged on a different principle. In
the following list of meanings of the polysemantic word gear, one can
hardly hope to find a generalized meaning covering and holding together
the rest of the semantic structure:

1) [uncountable and countable] the machinery in a vehicle, such as a
car, truck or bicycle that you use to go comfortably at different speeds,
e.g., His mountain bike had 18 gears. Andy drove cautiously along in third
gear.

2) [uncountable and countable] used to talk about the amount of
effort and energy that someone is using in a situation, e.g., During this

period, Japan's export industries were in top gear (=were as active as they
could be).
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3) [in American English] to start doing something in a different way,
especially using more or less energy or effort, e.g., The boss expects us to
be able to change gear just like that.

4) [uncountable] a set of equipment or tools you need for a particular
activity, e.g., He's crazy about photography — he's got all the gear. We'll
need some camping gear.

5) [uncountable] a set of clothes that you wear for a particular
occasion or activity, e.g., Bring your rain gear.

6) [uncountable] a piece of machinery that performs a particular job,
e.g., the landing gear of a plane, heavy lifting gear.

7) [uncountable] in British English informal a word means illegal
drugs, used by people who take drugs.

The leading semantic component in the semantic structure of the
polysemantic word, which is termed ‘“denotative component” (also
“referential component”), that is the one expressing the conceptual content
of a word, is absent in the adjective dull as well:

1) uninteresting — deficient in interest or excitement: a dull film;

2) stupid: a dull pupil,

3) not bright: dull weather;

4) not loud: a dull sound,

5) not sharp: a dull knife;

6) not active: dull market,

7) seeing badly: dull eyes (arch.);

8) hearing badly: dull ears (arch.).

Thus, in polysemy, we face the problem of interrelation and
interdependence of different lexico-semantic variants (various meanings)
in the semantic structure of one and the same word. There may be no
single semantic component common to all lexico-semantic variants but
every variant has something in common with at least one of the others.

One of the most essential issues of polysemantic words is that there
is sometimes a chance of misunderstanding when a polysemantic word is
used in a certain meaning. The context usually sheds light on this hoary
problem as it cancels all the unwanted meanings becoming a powerful
preventative against any misunderstanding of meanings.

By the term “context” we understand “the minimal stretch of speech
determining each individual meaning of the word” (Anikeyenko & Boitsan
2006: 37). For instance, it is only in combination with other words that the
adjective sad reveals its actual meaning: ‘a sad story’, ‘a sad night’ (= a
dark night), ‘a sad scoundrel’ (= an incorrigible scoundrel).
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Sometimes, however, such a minimum context is not enough, as the
meaning may be faithfully interpreted only through a second-degree
context. For instance, The middle-aged man was large, but his wife was
even fatter. The word fatter here serves as a kind of indicator that large
describes not a ‘big’ man, but a ‘stout’ one.

Scholars have established that there are two main types of linguistic
contexts: the lexical and the grammatical one.

When the lexical groups combined with the polysemantic words are
of primary importance, then we deal with the lexical context. For
instance, the adjective high in isolation possesses the meaning ‘extending
far upwards’. When combined with the lexical group of words denoting
food, it means ‘smelling bad’, e.g., high meat. In combination with words
note, sound, it has the meaning ‘shrill, sharp’.

In grammatical context, it is the grammatical (mainly the syntactic)
structure of the context that serves to determine various individual
meanings: 1) He made me cry; 2) She made a fully-fledged teacher. In the
first pattern the word make has the meaning ‘to force’, and in the second
pattern its meaning is ‘to turn out to be’.

These two types of context are opposed to extra lingual context,
non-verbal one, where the meaning of the word is determined not only by
linguistic factors, but also by the situation in which the word is used.

When we come across polysemantic words, we need to bear in mind
that the semantic structure has national character. Thus, the semantic
structure of correlated words of the English and Ukrainian languages can
never cover each other. The major meaning is in most cases identical in
two languages but others usually differ.

Cf. in Ukrainian, the adjective einbruii, apart from denoting ‘not
controlled or limited; not fixed; not occupied’, also has the meanings ‘icm.
PO3KpINaueHuil; 3acm. HEASPKAaBHUN, TPUBATHUN, HEBUMYIICHUH,
HeoDIIIUHNN; cney. SKAM 3OIMCHIOETBCA 3a MPHUPOJHUX  YMOB;
MPOTWICKHE IITYYHUH (HAMp., 8ilbHe 3anliOHeHHS) .

The semantic structure of the bulk of English polysemantic nouns is
richer than that of the Ukrainian nouns. Thus, the English noun boat can
mean ‘4oBeH’, ‘CyJHO / KopaOenb’, ‘numonka’; the noun coat in English
can mean ‘BEpXHIN oJsr’, ‘ManbTo’, ‘MipKaK’, ‘KiTesib’, ‘XyTpo’ (TBapuH),
‘3axucHuUi map Gapou Ha TpeaMeT?’ .

Ukrainian words may sometimes have a complicated semantic
structure as well. For instance, the noun nodopooc may mean ‘cruise’,
‘Jjourney’, ‘travel’, ‘trip’, ‘tour’, ‘voyage’; or the word we may mean
‘still’, ‘yet’, ‘as yet’, ‘more’, ‘any more’, ‘again’, ‘else’, ‘but’.
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Polysemy is certainly not an anomaly. Most English words, as
well as Ukrainian ones, are polysemantic by nature. In fact, the greater the
frequency of the word, the greater the number of meanings that constitute
its semantic structure. Frequency — combinability — polysemy are closely
connected.

A special formula known as Zipf’s law has been worked out to
express the correlation between frequency, word length and polysemy: the
shorter the word, the higher its frequency of use; the higher the frequency,
the wider its combinability, i.e. the more word combinations it enters; the
wider its combinability, the more meanings are realized in these contexts.

But it should be noted that the wealth of expressive resources of a
language largely depends on the degree to which polysemy has developed
in the language. Sometimes it might seem that a language is lacking in
words if the need arises for the same word to be applied to several
different phenomena. In actual fact, it is exactly the opposite: if each word
is found to be capable of conveying at least two concepts instead of one,
the expressive potential of the whole vocabulary increases twofold. Hence,
a well-developed polysemy is a great advantage in a language.

On the other hand, it should be pointed out that the number of sound
combinations that human speech organs can produce is limited. Therefore
at a certain stage of language development the creation of new words by
morphological means turns out to be limited as well, and it is natural that
polysemy becomes increasingly important for enriching the vocabulary
(EropoBa 2009). The system of meanings of any polysemantic word
develops gradually, mostly over the centuries, as more and more new
meanings are added to old ones, or oust some of them. So, the complicated
processes of polysemy development involve both the appearance of new
meanings and the loss of old ones. Yet, the general tendency with English
vocabulary at the modern stage of its history is to increase the total number
of its meanings and in this way to provide for a quantitative and qualitative
growth of the language's expressive resources.

To conclude, it should be clear that the process of enriching the
vocabulary does not consist merely in adding newly coined words to it, but
also in the constant development of polysemy.
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4.2 Contrastive Typology of the Types of Lexical Meaning
Viewed Synchronically

Synchronically we understand polysemy as the co-existence of
various meanings of the same word at a certain historical period of the
development of the language. The semantic structure of a word is
complicated and may include, among others, the following oppositions of
different types of its meanings as elements of a word’s semantic structure.

Main / central :: minor / peripheric. The meaning that first occurs
to us when we hear the cluster of sounds, 1.e. the most frequent meaning of
the polysemantic word is the main (central) one. All other meanings
are minor (peripheric) in comparison. Thus, the distinction between
the meanings lies in the frequency rate of a certain meaning of the
polysemantic word. The most frequently used meaning is labeled
“main / central”, whereas the others are thought to be “minor / peripheric”.

Compare the uses of the adjective Aigh in the sentences that follow:
(1) These mountains are too high to climb and (2) These socks are a bit
high. In sentence (1) the adjective Azigh is used in its main meaning — ‘large
in size from the top to the ground’, whereas in sentence (2) it is used in
one of its minor meanings — ‘to have an unpleasant smell’.

Primary :: secondary/derived. According to the tradition of
lexicography, the primary meaning is placed first in the dictionary.

When we describe the meaning of the word as secondary, we
imply that it could not have appeared before the primary meaning was in
existence. For instance, in the course of a diachronic semantic analysis of
the polysemantic word table, we find that of all the meanings it has in
Modern English, the primary meaning is ‘a flat slab of stone or wood’,
which is proper to the word in the Old English period (Old English tabule
from Latin fabula); all other meanings are secondary as they are derived
from the primary meaning of the word and appeared later. In Ukrainian,
the primary meaning of cmin is ‘Bum MeONIB y BHUIJISAI TOPU3OHTAIBLHO
YKPITUIEHOT Ha HIPKKaX IMMPOKOI JAOMIKHU (1HO1 3 AIMMKAaMH, TYMOOUYKaMH),
Ha AKUX PO3MINIYIOTh Pi3HI npeaMeTu’ (Tipaci.*stolv ‘croartu’).

When we refer to the meaning as derived, we imply not only that,
but also that it is dependent on the primary meaning and somehow
subordinate to it. For instance, the primary meaning of the word table is
Old English ‘a flat slab of stone or wood’, while the established meaning
‘a flat surface, usually supported by four legs, used for putting things on’
is derived from the first one. In the word nanip, the meaning ‘marepian
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s nucaHHs® 1S primary and  ‘Oyab-sIKMM  TTMCBMOBHH  JTOKYMEHT
odimiitHoro xapaktepy’ is derived.

General :: special / particular. The general meaning occurs in
various and widely different contexts, special meanings are observed only
in certain contexts, e.g., technical meanings of the word power or the third
meaning of 3em.s.

Direct :: figurative. The meaning is direct when it nominates the
referent without the help of the context, in isolation, and can be viewed as
a certain label for the thing (a “word thing” connection). The meaning is
figurative when the thing is named and at the same time characterized
through its similarity with another object, i.e. the thing named gets some
additional characteristics through comparison or confrontation with
another thing to make a description more impressive or interesting.

For instance, mouth ‘part of a face’ (dir.), ‘some opening’ (fig.);
tough meat — tough politician, kpanns oowy — kpanasa uaoii. In the
sentence My mother died of stomach cancer, the verb died i1s used in its
direct meaning of ‘to stop being alive’, whereas in the sentence [ laughed
until I died, it is used figuratively, meaning that the person laughed a lot.

Concrete :: abstract. The abstract meaning is a quality, a concept,
an idea, or maybe even an event. For instance, the word room possesses
both concrete (‘a part of the inside of a building that is separated from
other parts by walls, floor, and ceiling’) and abstract (‘space’: That sofa
would take up too much room in the flat) meanings.

If we are interested in the historical perspective, the meaning
will be classified according to their genetic characteristics. Here the
following terms are used: etymological, i.e. the earliest known meaning,
archaic, i.e. the meaning superseded at present by a newer one but still
remaining; obsolete, i.e. gone out of use; present-day meaning which is
the one most frequent in the present-day language and the original
meaning serving as basis for the derived ones. For instance, the noun
cobbler in its old-fashioned meaning denotes ‘someone whose job is to
repair shoes’, whereas at present it is used to refer to ‘a type of food
consisting of vegetables or fruit covered with a soft thick layer of pastry’.

Stylistic differentiation of the vocabulary makes it possible to speak
of stylistically neutral and stylistically coloured uses of the word.
Stylistically coloured words are classified into bookish and colloquial,
bookish styles in their turn may be general, poetical, scientific or learned,
while colloquial styles are subdivided into literary colloquial, familiar
colloquial, and slang (figure 4.1).
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stylistically neutral :: stylistically coloured
bo is/\collo uial

gene scientific litera
colloquial
poetical slang

famitiar
colloquial

Figure 4.1. Stylistic Differentiation of the Vocabulary

For instance, the verb to steal something is more common in speech
than in writing and is not used in formal situations, hence its label
“informal”. The verb elucidate which has the meaning ‘to clarify, to make
something easier to understand by giving more information’ is labeled as
“formal” since it is not characteristic of ordinary conversation or everyday
writing.

4.3 Polysemy Viewed Diachronically. Sources of Polysemy

If polysemy is viewed diachronically, it is understood as the
growth and development or as a change in semantic structure of the word.
Polysemy in diachronic term implies that a word may retain its previous
meaning or meanings and at the same time acquire one or several new
ones. The main source of polysemy is a change in the semantic structure of
the word. Semantic changes result as a rule in new meanings being added
to the ones already existing in the semantic structure of the word. Some of
the old meanings may become obsolete or even disappear, but the bulk of
English and Ukrainian words tend to an increase in number of meanings.

According to diachronic approach to the semantic structure of a
polysemantic word, two types of meaning can be singled out: the
primary meaning and the secondary meaning.

We distinguish two schemes of the development of polysemy:
radiation and concatenation.

Radiation (radial polysemy) is a semantic process in which the
primary meaning of a word stands at the centre and the secondary
meanings proceed out of it in every direction like rays. Each secondary
meaning is independent of all the rest and may be traced back to the
central signification (figure 4.2).
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Figure 4.2. Radial Polysemy

In the word fube, the primary meaning is ‘1) a long hollow and
typically cylindrical object, used for the passage of fluids or as a container:
tubes of glue, toothpaste, mayonnaise’. Each secondary meaning
developed directly from the primary one.

2) any hollow cylindrical structure or organ in the body: Eustachian
tube, the bronchial tube;

3) in electronics another name for valve: electron tube, cathode-ray
tube, television tube (> tube (TV) — ellipsis, e.g., YouTube);

4) slang a bottle or can of beer: a tube of lager.

The correlation of secondary meanings of the word paper may be
graphically presented, as in figure 4.3.

scientific article money

promissory note paper document

written word Z newspaper
examination work

Figure 4.3. The Correlation of Secondary Meanings
of the Word paper

Concatenation (chain polysemy) is the semantic process in
which the secondary meanings of a word develop like chain (figure 4.4),
i.e. every secondary meaning moves gradually away from its first
signification by successive shifts of meanings.

For instance, the word board may signify: 1) a piece of timber, 2) an
extended surface of wood, 3) a table, 4) any piece of furniture resembling
a table, as dressing-board, side-board, 5) board and lodging, 6) Board of
Health, Board of Trade. In such cases, it may be difficult to trace some
meanings to the primary ones.

Figure 4.4. Chain Polysemy
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In the word crust, the primary meaning is 1) ‘the hard brown outer
surface of bread: sandwiches with the crusts cut off’. Out of this meaning
its secondary meanings are 2) ‘the baked outer part of foods such as pies or
pizzas: a thin crust pizza’, 3) ‘a thin hard dry layer on the surface of
something: A hard gray crust had formed on the bottom of the tea kettle’,
4) ‘the hard outer layer of the Earth: deep within the Earth’s crust’.

Radiation and concatenation are closely connected, being different
stages of the same semantic process. In fact, radiation always precedes
concatenation.

Radial-chain polysemy (mixed polysemy) is a combination of
radial polysemy and chain polysemy. Here the configuration of a diagram
depends on the word semantic structure, hence there’s a great variety of
diagrams illustrating this type of polysemy. The meanings of the word
gear make the polysemy of this type.

Due to the achievements of the componential analysis, attempts have
been made to establish the relationships between different meanings of a
polysemantic word on the basis of a common semantic component through
which they are connected with each other in synchrony. From this
viewpoint, there are three kinds of relations between the meanings of a
polysemantic word: intersection, inclusion and semantic
homonymy.

In case of intersection, all meanings have one common semantic
component which unites them, and at the same time each meaning has its
own semantic part which is its differential feature. e.g., the adjective
barren has five meanings:

1) incapable of producing offspring, seed, or fruit; sterile, e.g., a
barren tree, barren soil, barren woman;,

2) unable to support the growth of crops, etc.; unproductive; bare,
e.g., barren land,

3) lacking in stimulation or ideas; dull, e.g., a rather barren play,
barren discussion;

4) not producing worthwhile results; unprofitable, e.g., a barren
period in a writer's life, barren scheme;

5) (followed by of) totally lacking (in); devoid (of) , e.g., his speech
was barren of wit, barren of ideas, barren of interest.

These meanings have a common semantic feature ‘not producing’, in
which they are intersected. This type of polysemy can be represented with
the help of figure 4.5.
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Figure 4.5. Intersection of the Meanings

Inclusion as a type of relationship between the meanings of a
polysemantic word takes place in those cases when one of the meanings is
more complicated and broader than the other. It includes the semantic
features of that meaning and at the same time it has its own semantic part,
e.g., the word skinhead has two meanings:

1) a closely cropped hairstyle;

2) a member of a group of white youths, noted for their closely
cropped hair, aggressive behaviour, and overt racism.

Here, the second meaning includes and presupposes the first one.
This type of polysemy can be represented with the help of figure 4.6.

Figure 4.6. Inclusion as a Type of Relationship
between the Meanings

Semantic homonymy as a type of relationships between the
meanings of a polysemantic words takes place when the meanings have
lost a semantic connection between each other and have no common
semantic features, but still remain to be the meanings of the same
polysemantic word. In such cases, the last secondary meanings have
nothing to do with the primary ones, especially if there are very many
other meanings between them.

This phenomenon can be illustrated by the word pride. Its primary
meaning is ‘a feeling of deep pleasure or satisfaction derived from one's
own achievements’. It’s very hard to find any semantic connection
between this primary meaning and one of its secondary meanings ‘a group
of lions forming a social unit’ (Oxford Dictionary (En-En) (for ABBY'Y
Lingvo x 3 Multilingual), which gives grounds for some dictionaries
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(LingvoUniversal (En-Ru, ABBYY Lingvo x 3 Multilingual) to consider
them as the meanings of two homonymous words.

4.4 Homonyms in English and Ukrainian. Classification and
Sources of Homonyms

Homonyms (Greek homos ‘the same’, opota ‘name’) are two or
more words identical in sound and spelling but different in meaning,
distribution and (in many cases) origin. Of 2540 homonyms given in
Oxford dictionary 89% are monosyllabic words and only 9,1% are words
of two syllables. Homonyms are not typical of Ukrainian though.

There are several classifications of homonyms in English.

The first classification is based on the type of meaning and
according to it homonyms may be classified into lexical, lexico-
grammatical and grammatical.

Lexical homonyms belong to one and the same part of speech and
the grammatical meanings of all their forms are identical, but they are
different in their lexical meaning, e.g., ball, ‘a round object used in games’
— ball, ‘a gathering of people for dancing’; Ukrainian: 6pax, ‘spoilage’ —
6pak, ‘marriage’; kurou; ‘source, spring, fountain’ — kurou, ‘key’.

Lexico-grammatical homonyms differ both in lexical and
grammatical meanings, they belong to different parts of speech, e.g., bear;
‘animal’ — bear, ‘to carry’; seal; ‘a sea animal’ — seal, ‘to close tightly’;
Ukrainian: uic, (Ha o0au44i) — nic, (MUHYJIMM 9ac BiJT Hecmu).

Grammatical homonyms differ in grammatical meaning only. It is
the homonymy of different word-forms of one and the same word, e.g.,
stopped; (the Past Indefinite) — stopped, (Participle II); Ukrainian:
gioHocHO| (prp.) — 8i0HOCHO, (adverb); mouwno, (conjunction) — mouHo,
(adverb). The following examples are highly illustrative:

provided, (Participle 11 from provide) — provided, ‘sxio, 3a ymoBu’;

regarding, (Participle I from regard) — regarding, ‘BimHOCHO’;

owing, (Participle I from owe) — owing, (to) ‘HaBnaku’;

just, (adverb) — just, — particle of emphatic precision.

It is also worth mentioning the words that are alike in form, but
different in meaning and usage — paronyms. They are likely to be mixed
and sometimes mistakenly interchanged. For instance, popular — populous,
precede — proceed; KoMnaHiss — KAMNAHIL, CMAMUYHUL — CIAMUCMUYHULL.

The second classification is based not only on the meaning, but all
the three aspects (sound-form, graphic form and meaning) are
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taken into account. Here we distinguish homonyms proper, homophones
and homographs.

Homonyms proper (perfect) are words identical both in sound-form
and in graphic form but different in meaning, e.g., bark, ‘a noise made by
a dog’ — bark, ‘a sailing ship’; back; ‘part of the body’ — back, ‘away from
the front’ — back; ‘go back’; bear; ‘Beaminw’ — bear, ‘HOCUTH, POJUTH;
bay; ‘3aToka, OyxTa’ — bay, ‘TaBKIT, TaBKaHHS; pale; ‘Kin, nansa’ — pale,
‘Omiguit, TeMaHUK’. The important point is that homonyms are distinct
words: not different meanings within one word.

Homophones are words identical in sound-form but different both in
spelling and meaning, e.g., son; ‘cun’ — sun, ‘COHIIE’; pair; ‘apa’ — pear,

‘rpyma’; see; ‘OauutH’ — sea, ‘Mope’; sight; ‘3ip, morisig — Site,
‘MICIICTIONIOKEHHS, MUIAHKA — cife; ‘TUTYyBaTH’; coarse; ‘Tpyowmit’ —
course, ‘kypc’; light; ‘nerxmii’ — light, ‘CBITIO’; meet; ‘3ycTpiuat’ —

meat, ‘M’SIC0’; piece; ‘IMATOK, KYCOK™ — peace, ‘Mup’.

In Ukrainian, there are few homophones, among them several
borrowings with doubled consonants, e.g., 6i1b; — 6in1b,, and words with
unstressed vowels “e/u”, e.g., epebmu; — epebu, — epudus.

Homographs are words identical in spelling but different both in
their sound-form and in meaning, e.g., tear; /tia/ — tear, /tead/, lead; /li:d/ —
lead, /led/, wind; /wind/ — wind, /waind/, bow; ‘noxmin’ — bow, ‘nyK’,
row; ‘pan’ — row, ‘mym, 1BanT’. In Ukrainian, homographs are
distinguished by the stress, e.g., Odepe’6una; ‘onuHWUYHE HOEPEBO’ —
Oepesu 'Ha, ‘Matepian Jjisi BATOTOBJICHHS PI3HUX MPEAMETIB’, caea; “KaHp
JTaBHBOTEPMAHCBHKOTO €T10Cy’ — ca ‘2a, ‘p1UKOBa 3aTOKa’.

Patterned homonymy is characteristic of homonyms that have
developed from one common source, possess 1dentical lexical meaning and
belong to various parts of speech. Care, n — care, v, love, v — love, n,
stone, n — stone, v, drive, v — drive, n.

From the view point of their origin, homonyms can be divided
into historical and etymological.

Historical homonyms are those which result from the breaking up of
polysemy; then one polysemantic word will split up into two or more
separate words, e.g., fo bear; ‘repmit’ — to bear, ‘HapOIUTH , pupil;
‘yaeHn’ — pupil,*3inuus’, plant; ‘pocnuna’ — plant, ‘3aBox’.

Etymological homonyms are words of different origin which come
to be alike in sound or in spelling (and may be both written and
pronounced alike). For instance, the Latin vitim ‘wrong’, ‘an immoral
habit’ has given the English vice ‘Bama’, ‘evil conduct’; the Latin vitis
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‘spiral’ has given the English ‘vice’ ‘tucku’, ‘apparatus with strong jaws
in which things can be hold tightly’; the Latin vice ‘instead of’, ‘in place
of” will be found in vice-president.

There is also the phenomenon of interlingual homonymy — product
of the interaction of closely related languages, the mixing of same
sounding words denoting different concepts in different languages. This
gave the opportunity to call cross-language homonyms of “false friends of
translator”, “reefs”, “the keys which unlock quite a different reality.”
According to I. Farion, “...the difference against same sound is a
condensed manifestation of the separateness of each language system on
the background of the Slavic patterns; this possibility through the same
form to see an entirely different meaning; it is, finally, a sound astray, if
deliberately hides national language meanings, peculiar only to the person,
not other people” (®apion 2002: 9).

Interlingual homonymy can relate to and remote from the Ukrainian
languages. Most often, it causes errors during translation of texts.
Translators disregard the separate shades of meanings of words. Cf.
accurate (‘accurate’) — akypaTHu, magazine (‘journal’) — MarasuH, figure
(‘figure’) — dirypa, dramatic (‘unexpected, bright’) — apamaTuynwmi,
decade (‘decade’) — nexana. In order to avoid such errors, it is necessary to
know the subject of translation, to master the original language and its
lexical and grammatical features in comparison with the native, often refer
to a translation dictionary.

From the diachronic point of view, we speak about the origin of
homonyms, their sources. The two main sources of homonymy are:

1) divergent semantic development of a polysemantic word,

2) convergent sound development of two or more different words.

The process of divergent meaning development can be
observed when different meanings of the same polysemantic word move
so far away from each other that by now they are regarded as separate.
This happened with the words flower and flour which originally were one
word. Cf. in Ukrainian: nepexkazamu ‘niepenoBICTH’ — nepexkazamu
‘rpoltii’; cicmu ‘Ipo JIOAUHY — cicmu ‘Tipo OaTapeiky’.

The process of convergent sound development is the
development of two or more words which were phonetically unlike each
other at earlier periods and then became identical in pronunciation. It
happened, e.g., with the words / and eye which in Old English were
pronounced differently; night and knight were not homonyms in Old
English either as the initial /k/ was pronounced.
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The phenomenon of homonymy is the result of random
coincidences of two or more words, the meanings of which have
nothing in common. Sources of homonymy are:

e a coincidence of unrelated words, e.g., depxau ‘bird’ — depkau
‘broom’;

e sound-imitation, e.g., mew, n. ‘the sound a cat makes’ — mew, n. ‘a
sea gul’ — mew, n. ‘a pen in which poultry is fattened’;

¢ the coincidence of the abbreviation and the words already existing
in the language, e.g., AMOUNTS ‘dictionary of the Ukrainian language’ —
amounts; one HUNDRED ‘station maintenance’ — one hundred,

e the coincidence of the words from different languages, e.g., the
League (French ‘association’) — League (Italian ‘the sign is above the
notes in the form of an arc’); the klinker (German ‘baked clay products in
the form of a brick’ — clinker (English ‘long narrow boat’).

Homonyms present a challenge in the practice of usage. Therefore,
the main requirement to the text with the homonym - clarity,
expressiveness, completeness of information, accuracy of context.
Homonyms can be used in different functional styles, but only in art — with
a certain stylistic purpose. Scientific and officially-business requires
precision context, so the homonyms have no stylistic functions.

It must be noted that the most debatable problem in homonymy is the
demarcation line between homonymy and polysemy, i.e. between different
meanings of one word and the meanings of two or more homonymous
words. There exists no universal criterion for the distinction between
polysemy and homonymy (see Supplementary Material for Self-
study, text 2, 3). In the synchronous analysis of homonymy there are the
following criteria.

Semantic criterion implies that if the speaker can find a connection
between the various meanings, then we have different meanings of a
polysemantic word, otherwise it is a case of homonymy. But the semantic
criterion doesn’t seem to be reliable because in the synchronous analysis
of polysemantic words, we often find meanings that cannot be related in
any way.

The criterion of distribution may be represented as a list of
structural patterns in which a word appears. For instance, paper, n — paper,
v. The formal criterion is helpful in cases of lexico-grammatical and
grammatical homonymy, but fails in cases of lexical homonymy, not
differentiated by means of spelling.
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The criterion of spelling helps in case of homonyms differing in
graphic form (homophones), but fails in case of lexical homonyms
identical both in pronunciation and spelling.

Thus there are cases of lexical homonymy when none of the criteria
enumerated above is of any use.
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Supplementary Material for Self-study

Text 1
The Problem of Polysemy in Linguistic Studies

Polysemy is “pervasive in natural languages, and affects both content
and function words” (Vicente & Falkum 2015). While deciding which
meaning is intended on a given occasion of use rarely seems to cause any
difficulty for speakers of a language, polysemy has proved noticeably
difficult to treat both theoretically and empirically.
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Some of the questions that have occupied linguists, philosophers, and
psychologists interested in the phenomenon concern (Logue 2019):

e the representation, access and storage of polysemous senses in the
mental lexicon;

e how to deal with polysemous words in a compositional theory of
meaning;

e how novel senses of a word arise and are understood in the course
of communication.

In psycholinguistics, the debate revolves mainly around the
differences in access, storage, and representation of polysemous senses
with homonymous meanings (the different related meanings of
polysemous expressions are usually called “senses”). Computational and
theoretical linguistics (Asher 2011, Copestake & Briscoe 1995, Jackendoff
2002) describe models that can integrate various forms of polysemy into a
compositional theory of meaning.

Distributional semantics approaches define and distinguish senses on
the basis of words’ distributional properties, extracted by statistical
analysis of the contexts in which words occur (bolstering the hypothesis
that words with similar distributional properties have similar semantic
properties (Baroni, Bernardi, & Zamparelli 2014).

Lexicographers (Kilgarriff 1992, Hank 2013) also try to tackle the
question of how many senses a polysemous expression can have mainly by
looking at collocation patterns. A trend towards an increasing interaction
between these fields can be observed, as the different research topics just
listed are intimately related. The fact that a word can be associated with
multiple related senses was addressed at least as early as in the writings of
Aristotle, although the label “polysemy” was not used.

In general linguistics, Michel Bréal (1924) was the first to use the
term “polysemy” (‘la polysémie’) to describe single word forms with
several related meanings. For Breal, the notion of polysemy was primarily
a diachronic phenomenon, arising as a consequence of lexical semantic
change. According to him, when words acquire new meanings through
use, their old meanings typically remain in the language. Hence, polysemy
involves the parallel existence of new and old meanings and is a result of
new senses becoming conventionalized: it is the synchronic outcome of
lexical semantic change. At the same time, as Bréal (1924) puts it, at the
synchronic level, polysemy is not really an issue, since the context of
discourse determines the sense of a polysemous word and eliminates its
other possible meanings.
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Contemporary research on polysemy can be divided into four broad
camps.

1.One of which is conducted within the cognitive linguistic
framework (Cuyckens & Zawada 1997, Evans 2009, Nerlich & Clarke
2001, Taylor 2006, Tyler & Evans 2003 and many others), inspired by
George Lakoff and Claudia Brugman’s early studies (1988) and
Langacker’s (1987) foundational work in Cognitive Grammar.

2. Another 1s the growing number of formal and computational
accounts of polysemy, with James Pustejovsky’s (1995) generative lexicon
theory and Nicholas Asher’s (2011) type composition logic as the most
prominent representatives.

3. Recent work in pragmatics and philosophy of language focusing
the nature of word meaning and its interaction with contextual information
in the derivation of speaker meanings, has a close connection to the issue
of polysemy (Blutner 2002, Bosch 2007).

4. Psycholinguists reveal how the mental lexicon represents
polysemy compared with homonymy, a long-standing debate in the
polysemy literature (Foraker & Murphy 2012, Frisson 2015, Klein &
Murphy 2001, Pylkkédnen, Llinds, & Murphy 2006), as well as the
differences in processing different kinds of polysemy in composition
(Schumacher 2013).
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Text 2

Polysemy and Homonymy: the Problem of Differentiation
(https://seanewdim.com/uploads/3/4/5/1/34511564/navrotska_i.m. distin
guishing polysemy from homonymy of the english nouns by means

_of semantic analysis.pdf)

The distinction between polysemy and various related phenomena
remains a debating point among linguists. In fact, its lexicographical
aspect is a matter of the utmost importance because with every single
dictionary the criteria delimiting polysemy and homonymy dramatically
differ. Therefore, a holistic approach must be implemented to find
linguistic means of this distinction.

From the very outset, our investigation was focused on finding the
evidence of homonymy in dictionary definitions with subsequent
verification of the obtained results in the corpus. Namely, four English
dictionaries (two monolingual and two bilingual) were chosen in this
respect. The research has yielded 353 nouns that possess serious
discrepancies in definitions, specifically, those in which polysemy should
be treated as homonymy or vice versa. Meanwhile, this article represents
only one of the inherent aspects of the procedure of homonymy extraction
within the category of English noun, the method and some preliminary
results.

The concepts of polysemy and homonymy are basically related to the
dynamic transition of meaning. Homonymy itself is usually a result of
synchronic transition and is a climax of meaning variation. Most linguists
define polysemy as the case where the word has two or more conceptually
related meanings or variants of the same, core meaning. The meanings of a
polysemous word may be historically, psychologically or metaphorically
related. At the same time, L. Kudryevatykh (KyapeBateix URL) argues
that in the structure of polysemous meanings there should be the semantic
shift of implication (that is metonymy) or / and similation (metaphor).

J. Hurford and B. Heasley (1983) claim that homonymy involves
ambiguity: “A case of homonymy is one of the ambiguous word, those
different senses are far apart from each other and not obviously related to
each other in any way”.

Though, we claim that ambiguity should be taken for a term
comprising not only polysemy and homonymy but heterosemy as well.
According to J. Jastrzembski (1981), etymology plays a crucial role in the
process of meaning distinction because words with multiple meanings
associated with a single derivation are accessed faster than those with
multiple derivations.
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In behavioral studies, there are two contrasted viewpoints concerning
the mode of representation of polysemy and homonymy in the mental
lexicon. The experiments supporting the opposite view have shown that
polysemous words embedded in phrasal contexts and homonymous words
function the same but comprehension depends on the consistency of the
context. E. Kleposniotou (2002) suggests that processing polysemous
words tend to be facilitated due to no meaning competition typical of
homonymous ones. However, it is possibly to infer that there may be a
transitional, buffer zone in the mental lexicon which can also facilitate or
stumble the process of understanding, that is heterosemy.

In course of our investigation, we have found out that some meanings
within the category of heterosemy remain more “polysemous” and one or
more of their derivatives can develop into the category of homonymy.
Thus, the described above “meaning competition” can exist not only in
homonymy. We have previously chosen a set of criteria distinguishing
polysemy, its types and transitional types from homonymy: the
etymological criterion, the criterion of relatedness of word formation
ranges and the semantic criterion.

There is hardly any universal criterion and the analysis has proved
this hypothesis. The etymological explanations why certain meanings
should be related and placed. Distinguishing polysemy from homonymy of
the English nouns by means of semantic analysis into one dictionary entry
is not always tangible and in some cases they are even scarce.

We have established that, for instance the nouns palm;, Ukr. donons
(MWD: ‘the somewhat concave part of the human hand between the bases
of the fingers and the wrist or the corresponding part of the forefoot of a
lower mammal’) and palm, Ukr. narema (MWD: ‘any of a family (Palmae
syn. Arecaceae) of mostly tropical or subtropical monocotyledonous trees,
shrubs, or vines with usu. a simple stem and a terminal crown of large
pinnate or fan-shaped leaves’) have common etymology but most
dictionaries, including MWD, regard them as homonyms whereas
analogous cases of pastor; Ukr. dyxosnuti nacmup (MWD: ‘a spiritual
overseer’) and pastor, Ukr. opu. ‘poxeBuii mmak’ (3ar"itko & JlaHmiok

2008), ‘pink starling’ are represented as polysemes, not homonyms as they
should be.
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Text 3

Are Polysemy and Homonymy Really So Different?
(https://skemman.is/bitstream/1946/26712/3/Distinguishing%20Be
tween%20Polysemy%20and%20Homonymy..pdf)

Polysemy and homonymy are representatives of lexical ambiguity.

S. Ullmann (1962) explains it to be the most important type of
ambiguity due to lexical factors, as the same word can be connected by
countless senses. Lexical ambiguity according to him can take two
different forms.

The first form is when the same word can have one or more different
meanings which is known as polysemy. For example, the noun board
could mean either ‘a thin plank or tablet’ or ‘a table’ or ‘food served at the
table’, as well as various other things. The language user would usually
feel instinctively which form to use, however S. Ullmann (1962) explains
it can sometimes cause a confusion, for example in the case of Oliver
Twist, who was told by Bumble to bow to the board, fortunately bowed to
the table as he saw no board.

The second form according to S. Ullmann (1962) is when two or
more words are identical in pronunciation which represents the case of
homonymy. For example, mean can either represent ‘middle’ or ‘inferior’;
seal can represent either ‘the name of the animal’, or a ‘piece of wax
sealed on a letter’. S. Ullmann (1962) also explains that words that sound
the same, but are spelt differently are representing homonymy, for
example, root — route and site — sight — cite.

S. Ullmann (1962) explains the border-line between polysemy to
sometimes be fluid, and proposes these two semantic items to be
considered differently. However, often they can prove to be difficult to tell
apart. The fluidity of these two semantic items, two representatives of
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lexical ambiguity, still poses many problems for the researchers, as the
evidence is conflicting, as well as the factors used to tell them apart.

This section will discuss various tests used by linguists in order to
tell polysemy apart from homonymy, as well as discussing how successful
is each of these approaches.

Distinguishing Between Polysemy and Homonymy

According to I. Falkum and A. Vincente (2015), researchers have
been mostly concerned from telling apart polysemy from monosemy (only
one meaning represented by the word), and various tests have been
proposed to tell these semantic phenomena apart. They explain that
distinguishing between polysemy and homonymy has been of little interest
to the researchers, however, recently, based on psycholinguistic research,
it has increased, because the research has shown polysemy and homonymy
to possibly be associated with different storage profiles.

Tests to Distinguish between Logical Polysemy
and Accidental Polysemy

As explained by N. Asher (2011), words that have closely related
senses are considered to be logically polysemous, while words that do not
fulfil this criterion are considered to be accidentally polysemous or simply
homonymes.

Cruse (1986, as cited in Asher 2011) has proposed co-predication in
order to distinguish between logical polysemy and accidental polysemy,
and defines it as: “if two different predicates, each requiring a different
sense, predicate properties of different sense of a given word felicitously,
then the word is logically polysemous with respect to at least to those two
senses”.

The second test discussed by N. Asher (2011) is pro-nominalization
or ellipsis. He explains that the word is considered to be logically
polysemous if: “you can pro-nominalize an occurrence of a possibly
ambiguous word felicitously in a context where the pronoun is an
argument of a predicated requiring one sense, while its antecedent is an
argument of a predicate requiring a different sense”.

In conclusion, the aim of this paper was to criticize the general
approach used by dictionaries to distinguish between polysemy and
homonymy. The definitions of these two semantic items appear quite
simple: polysemous words possess more than one related sense, while
homonymous words possess more than one unrelated meanings.

However, distinguishing one from another is not as easy as it might
appear. The approach used by lexicographers to decide how many entries
in the dictionary the word should have depends on whether the word in
question is polysemous or a homonym. Polysemous words receive one
single entry even if they possess many related senses, while each of
homonyms receive a separate entry as their meanings are unrelated.
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This appears straightforward as well. Then the problem arises: how
to separate these two semantic phenomena? The general dictionary
approach uses two criteria in order to distinguish between the two:
etymology and possession of a core meaning.

Etymologically polysemous words are believed to have arisen from a
related source, while homonyms are believed to have arisen from unrelated
sources. This again appears to be clear. But as this paper has argued, it is
not always easy to determine historical origin of a given word. In fact, if
this criterion is used some words would be considered to be polysemous
instead of homonymous. This can be seen F.R.in Palmer’s (1976)
example where he discusses the word ear which can be referred to ‘the
body part’ as well as to ‘an ear of corn’, therefore appearing to be an
example of metaphor, and therefore polysemy, as polysemous senses are
extended through metaphors. Etymologists claim these items to be
homonyms as they have arisen from a different historical origin. This is
just one example how etymology can be misleading as the historical origin
of the word does not reflect its present state, the way the word is used can
changed overtime, and therefore this criterion cannot be used to determine
whether word 1s polysemous or homonymous.

The second criterion used by the dictionaries in order to determine
whether a word is polysemous or homonymous is possession of a core
meaning. The notion of words possessing a core meaning is dividing
researchers in to those who believe that words possess a core meaning, and
the ones who do not. The hypotheses vary as well, for example, the sense
enumeration lexicon hypothesis argues against the notion of words
possessing a core meaning, and proposes that each sense of polysemous
item as well as meanings of homonyms are stored separately in the mental
lexicon. Some researchers have supported this hypothesis finding no great
difference between the way polysemous words and homonyms are
represented in the mental lexicon (Klein and Murphy 2001, 2002).

On the other hand, some researchers have found the evidence of
polysemous words possessing a core meaning, based on the fact that these
words were processed faster in the brain than homonyms, and concluded
that this must be due a core meaning that is being accessed (Klepousniotou
et al. 2012). One representation hypothesis also claims for the senses of
polysemous words either to depend on or to be a part of the single
representation (a core meaning) in the mental lexicon and corresponds to
the general lexicon approach proposed by Pustejovsky (1995).

This paper clearly shows that distinguishing between polysemous
words and homonyms cannot be made based on a words etymology and
possession of core meaning as evidence in both cases are conflicting. A
common approach used by dictionaries to distinguish between polysemy
and homonymy based on these two criterion is arbitrary.
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Theme 5
Semantic Relations in Paradigmatics. Contrastive Typology
of Semantic Classifications of English and Ukrainian Lexicon

Modern English has a very extensive vocabulary. It may be classified
in various ways (see Supplementary Material for Self-study, text 1). Here
we are concerned only with semantic classification of words (see
Supplementary Material for Self-study, text 2). Semantic classifications of
English and Ukrainian lexicon are based on semantic relations of
inclusion (groups of hyponyms), semantic relations of similarity
(sets of synonyms), and semantic relations of contrast (pairs of
antonyms).

5.1 Semantic Relations of Inclusion. Contrastive Typology
of Hyponyms

Closely connected sectors of vocabulary characterized by a common
concept are termed semantic fields. For instance, the semantic field of
colour (blue, black, red, etc.), terms of kinship (mother, father, brother,
etc.). The basis of grouping is not only linguistic, but also extra-linguistic:
the words are associated because the things they name are closely
connected in reality.

Words making up semantic fields are not synonyms, they may
belong to different parts of speech, but all of them are joined
together by some common semantic component. For instance, in the
semantic field of “space” there are nouns — surface, expanse; verbs —
extend, spread; adjectives — spacious, vast, etc. The same point may be
illustrated in Ukrainian by the semantic field “BimuyTTs”, which includes
nouns 3ip, ciyx, KoJip, 38yK, domuk, 3anax; adverbs — memro, xon100HO,
conooko; adjectives — koiboposutl, 38yK08ULL, APOMAMHULL, €tC.

Lexical groups of words belonging to the same part of speech and
linked by a common concept are termed lexico-semantic group (LSG).
For instance, bread, cheese, milk, meat make up LSG with the concept of
“food”. Cf.: xni6, cup, monoxo, m'saco belong to LSG “ixa”.

The relationship existing between elements of LSG and semantic
fields is that of inclusion, or hyponymy. For instance, the meaning of
car, bus, taxi is included in the meaning of “vehicle”.
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The hyponymic relationship may be viewed as the hierarchical
relations between the meaning of the general and the individual terms. The
general term (vehicle) is called hyperonym, it serves to describe the
lexico-semantic group (e.g., LSG of “vehicles”). The individual terms
(car, bus, taxi) are called hyponyms, they contain the meanings which
distinguish them from each other.

5.2 Semantic Relations of Similarity. Contrastive Typology of
Synonyms

Lexical units may also be classified by the criterion of semantic
similarity (synonymy) and semantic contrasts (antonymy).
Synonyms and antonyms are language universals because they exist in all
Indo-European languages.

Synonyms (Greek syn ‘with’, onyma ‘name’) are two or more words
of the same language belonging to the same part of speech and possessing
one or more identical or nearly identical denotative meanings,
interchangeable at least in some contexts, but differing in morphemic
structure, phonetic shape, shades of meaning, connotations, style, and
idiomatic use. There are no two absolutely identical words because
connotations, ways of usage, frequency of an occurrence are different.

As language universals, synonyms are distinguished in English,
Ukrainian (and in other languages). There are about 8000 synonyms in the
English language.

Synonymy is the ability of language to produce linguistic units with
similar meanings. Synonymy is found not only in words, but also in
morphemes, phrases, grammatical constructions, and in sentences. For
instance, in Ukrainian:

SYynonymous Nouns: 020poiica — 20poxica — NapKax — wmaxemu —
MUH — HCUBONTIM — Jlica; OANAKYH — 2080PYH — OANSAHOPACHUK — MOPOXMIll
— baszixano — manaaai, etc.;

synonymous adjectives: oOe3medcHuti — Oeskpaiu —
Oe3KOHeUHUL — HeOCANCHUU — Oe3MIPHULL — Heo30pull, etc.;

synonymous verbs: epamu — bumu — bamosxcumu — nepiujumu —
dybacumu — aynumu — Aynyro8amu — uiumu, etc.;

synonymous adverbs: weuoko — cxopo — npyoxo — xymko —
WNAPKO — JHCBABO — NPOAHCO20M, €tC.

According to their morphological structure, synonyms may be
classified into the following groups:
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a) synonyms having the same roots, e.g., unarmed — armless;
2anA6a — 2anA8UHA;

b) synonyms having different roots (the most frequent cases),
e.g., forest — wood(s); nic — eati;

c)synonymous expressions (usually idiomatic), e.g., to glance —
to take a look; snuwumu — cmepmu 3 1uys 3emii.

The most developed synonymy in English and Ukrainian is found
among adjectives, adverbs, and verbs. Nouns denoting concrete objects do
not normally have synonyms with the exception of metaphorical ones, e.g.,
head — attic; conosa — eap6ys.

As any linguistic phenomenon, synonymy can be viewed both from
synchronic and diachronic points of view.

Synchronically, we classify synonyms into 1ideographic,
stylistic, total, territorial, and contextual synonyms.

Ideographic synonyms denote different shades of denotative
component of meaning (e.g., look — seem — appear; timu — pyxamucs —
Mamopysamu — Kypcyeamu — npamyeamu; oymamu — 2aoamu —
PO30YyMYy8amu — MIpKy8amu — pO3MIPKO8Y8AMU — POIMULLIAMU, €tC.) Of
different degrees of a given quality (e.g., beautiful — fine — handsome —
pretty; noGadCHUU — CepUO3HUU — CONIOHUU — CMAMEYHUN — BANCHUU —
senuunutl, etc.). They are sometimes called relative synonyms.
Among ideographic synonyms are those that:
are very close in meaning, e.g., terrible — horrible;
differ in meaning considerably, e.g., interpreter — translator;
differ in manner of action, e.g., look — stare;
differ in the degree of quality, in intensity of an action, e.g., want —
desire — be eager to; like — adore — be fond of,;
differ in volume of concept they express, e.g., happy — lucky;

e are pairs of synonyms when one expresses continuity of the action or
state, another expresses elementary action, e.g., to speak — to say.

The synonymic groups have a common semantic element and
express one notion with different semantic shades or stylistic value.

Each synonymic group comprises a synonymic dominant which is
the most neutral term potentially containing the specific features of
all other members of this group (in the above given examples — look,
beautiful, tumu, oymamu, nosadxcuuti). The synonymic dominant is
generally neutral both stylistically and emotionally; it is the centre of the
synonymous series.

130



The synonymic dominant possesses the following features:

» the highest frequency of use;

* the highest combinability;

* broad general meaning;

* lack of connotations.

For instance, in the series: fo leave — to abandon — to desert — to
forsake, the verb to leave possesses the most generalized meaning
relatively free of connotations that cling to the other words. It is often used
to indicate a straightforward physical departure. The other words are more
freighted. Abandon denotes a complete giving up, especially of what one
has previously been interested in or responsible for. Desert adds to
abandon the idea that a legal or moral obligation or trust is being violated.
Leave, abandon and desert are applied to marital or family relationships,
but differ in their implications. Forsake implies the breaking off a close
personal attachment.

There are, however, groups of synonyms, which do not possess the
synonymic dominant. Such groups usually consist of adjectives or adverbs,
e.g., quickly — rapidly — swiftly; cminueuit — xopobpuii — 8i08adiCHUL —
bezcmpauiHuilL.

Stylistic synonyms are words which are close or identical in
denotative component of meaning but differ in stylistic sphere of
application. For instance, (neutral :: elevated :: coloured): child — infant —
kid, father — parent — dad, cosopumu — npomoenamu — 2oOpioONAHUMU —
b6yboHimu — benebenimu — mepesenumu — 2yHoocumu;, (neutral :: archaic):
often — oft; there — younger; (neutral :: poetic): leave — quit; open — ope;
106 — wono; (neutral :: poetic :: slang :: baby language): horse — hack —
steed — jade — gee-gee.

Stylistic synonyms can reflect social conventions, e.g., bamvxiswuna —
Bimuusna — piona 3emns; conoam — 60in — 000poHeyw;, cuneyb — hinean —
eemamoma.

Stylistic synonyms can be subdivided into synonyms of the higher
stylistic rank and synonyms of the lower stylistic rank, e.g., 6baecamo —
yumano — cuna — Oe3niu — macca — movMa — CUNA-CUNEHHA — KYpU He
kmoroms. Words of higher stylistic rank are usually stable. They seldom
lose their stylistic colouring and very rarely pass into the neutral category.
Words of the lower rank, on the contrary, may obtain a higher status.

The majority of the English borrowings from Latin, Greek, and
French usually belong to the higher stylistic rank. Being compared with
Anglo-Saxon words (which usually belong to the common style), Greek,
Latin, and French borrowings are more formal, careful, bookish, and polite.
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Affixes play a very important part in the creation of connotations
in Ukrainian stylistic synonyms, e.g., npecapuuii — npekpacHui -—
NPeciasHull — nPexopouul — YapieHUull — YAPIBHUYUL — YaAPYVIOYULL.

Synonymic condensation is typical of the English language. It refers
to situations when writers or speakers bring together several words with
one and the same meaning to add more conviction to description and to
make it more vivid, e.g., safe and sound;, lord and master; first and
foremost; safe and secure; stress and strain; by force and violence.

It is deeply rooted in the history of the English language. It was
customary to use French borrowings together with their native synonyms.
They are very often characterized by alliteration, rhymes, idioms, etc.

Total (absolute) synonyms are words which can replace each other
in any given context without the slightest alteration in denotative or
connotative components of meaning. Examples of this kind can be found
in special literature among technical terms peculiar to this or that branch of
knowledge. Thus, in linguistics the terms, e.g., noun — sunstantive;
functional affix — flection — inflection, in medicine: scarlet fever —
scarlatina; the flu — grippe; in Ukrainian: cim’ss — poouna; 8iocomok —
npoyenm; bezemMom — eUnNnonomam; Jeiexka — Oyconl — YOPHO2Y3 are
identical in denotative and connotative components of meaning.

Absolute synonymy is also described by such words, as perfect,
total, complete, genuine, actual, real or full synonymy.

Most semanticists agree that real (absolute) synonymy is a non-
existence: that no two words have exactly the same meaning. Two lexical
units would be absolute synonyms, would have identical meanings if and
only if all their contextual relations were identical. To identify absolute
synonyms 1s impossible and impractical since we cannot check their
relations in all conceivable contexts. There is no motivation for the
existence of absolute synonyms in a language unless two dialects of one
language use two different lexical items to signify one object. The degree
of synonymy changes from time to time. For instance, the words sofa and
settee are synonyms: sofa was considered more elegant than setfee, but
nowadays seftee 1s considered more elegant than sofa, so these terms could
be considered as absolute synonyms.

Contextual (or context-dependent) synonyms are similar in
meaning only in some specific distributional conditions. Context can
emphasize some certain semantic shades and suppress other semantic
shades. Words with different meaning can become synonyms in a certain
context. For instance, the verbs to buy and fo get would not generally be
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taken as synonyms, but they are synonyms in the following context: I’l/l go
to the shop and buy (get) some bread. Bin xkynue (dicmas) kuuscky. I can’t
stand (bear) him. A ne mooicy ioco mepnimu (nepenocumu).

John Lyons (1977) mentions that “context-restricted synonymy may
be relatively rare, but it certainly exists”. D. Alan Cruse (1976) uses the
term “pseudo-synonymy” instead of “context-dependent synonymy”. For
instance, broad and wide are not absolutely synonymous, since there are
contexts in which only one is normally used and the substitution of one for
the other might involve some difference of meaning. These adjectives are
not interchangeable in a sentence like The door was three feet wide, or in a
sentence like He has broad shoulders. However, John Lyons (1977) notes
that there are also contexts in which they appear to be completely
Synonymous.

Territorial (Iocal) synonyms are words which don’t differ either
ideographically or stylistically but are used in different countries speaking
the same language. E.g.:

Britain America Canada Australia

autumn fall fall autumn
pavement sidewalk sidewalk footpath

wireless radio radio radio

Dialectal differences are also observed in Ukrainian, the most
distinguishing of them being Western, Northern, and Central regional
dialects. In western Hutsul dialects, for instance, sepxosuna for uplands, in
Halych region ¢aiinuu for eapuuii. Compare western Hutsul dialects:
8YUKO — 0510bKO;, 051051 / HAHLKO — OAMbKO;, KO2YM — NiGeHb.

Consider the set of synonyms with general meaning ‘nemap’
determined by stylistic and territorial colouring: nedap — nedawo —
jaedayroea — 1edapucbko — 1e0atl — 1eday — i1edeHb — 1edaxKd — 1e2Kkooum —
JIIHUBEeYb — NiH02Y3 — JIIHMioea — AiHioea — Hepoba — baznail — 6a2nueux —
batida — batioana — 2ynveica — eyibmaKa — 3aCU0eHb — 1eHceO0K — jleeaka —
JleemMac — NeACHIOXa — 1024 — NOJIeHAK — 1ayto2a —1axmap — 1auoaxk — 1omp —
JYMATU — IeHbOXa — NYCMOYGIm — NyCMonaw — nycmozau — nycCmonisiax —
oapmompyc — HAOOWMPUK.
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Synonyms are used for the following purposes:

— to introduce clarity into an utterance;

— to impart expressiveness into an utterance;

— to variegate an utterance;

— to attract the listener’s or the reader’s attention to the specific
features of an object, phenomenon, or idea;

— to give an utterance a definite stylistic shade.

Diachronically, we speak about the origin of synonyms and the
causes of their abundance in English and Ukrainian.

A. Synonyms that owe their origin to foreign borrowings. The
peculiar feature of synonymy in English is the contrast between simple
native words stylistically neutral, literary words borrowed from French and
learned words of Greco-Latin origin:

Native English Words borrowed Words borrowed
words from French from Latin
to ask fo question fo interrogate
to gather to assemble to collect
to end to finish to complete
empty devoid Vacuous
teaching guidance instruction

Cf.: por — mno; excknro3u8HULL — BUHAMKOBUIL, €tC.

B. Synonyms created through the adoption of words from dialects,
and American English in particular, e.g., girl — lass, lassie (Scottish);
wireless — radio (American); liguor — whiskey (Irish); eapnuii — gatinuti —
JIENCLKULL, NiIBEHb — KO2Yym — Nimyx, etc.

C. Synonyms created by means of all word-forming processes
productive in the language at a given time of its history. The words already
existing in the language develop new meanings and are formed by
affixation, conversion, compounding, shortening and form synonyms to
those already in use, e.g.:

affixation: anxiety — anxiousness; effectivity — effectiveness;

loss of affixes: amongst — among; await — wait,

shortening: memorandum — memo; microphone — mike; popular — pop;
compounding: resistance — fight back; treachery — sell out;
conversion: to verbalize — to word.

D. Synonyms created with the help of euphemisms and
vulgarisms employed for certain stylistic purposes, €.g.:
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euphemisms: in one’s birthday suit — naked, in the family way —
pregnant;, Hepo3YMHUU, Hebazamuili HA pPO3YyM — OYPHULL, 3ACAYHCEHUU
BIONOYUHOK — MNEHCIA, MexnpayieHuys — npuduUparbHuys;, 002110ay
0YOUHKY — O8IDHUK;, ONEepaAmop MAuUHHO20 00iHHs — 00APKA;

vulgarisms: mug — face; bloody — devilish; kombinayis 3 mpvox
nanbyie — Oy, MiHi-3a4icKa — TUCUHA,

E. Synonyms connected with the non-literal figurative use of
words in pictorial language, e.g., walk of life — occupation, profession;
star-gazer — dreamer.

5.3 Semantic Relations of Opposition. Contrastive Typology of
Antonyms

Antonyms (Greek anti ‘against’, onyma ‘name’) are two or more
words of the same language belonging to the same part of speech and to
the same semantic field, identical in style and nearly identical in
distribution, associated and often used together so that their denotative
meanings render contrary or contradictory notions.

Antonyms are usually believed to appear in pairs. Yet, this is not
quite true in reality. For instance, the adjective cold has two antonyms:
warm and hot, and the noun sorrow may be contrasted not only with joy,
but also with gaiety.

In a polysemantic word, each meaning may have its own antonym or
even several antonyms. For instance, dull may have the following
antonyms: interesting — amusing — entertaining for ‘deficient in interest’;
clever — bright — capable for ‘deficient in intellect’; active for ‘deficient in
activity’. In Ukrainian: mpueoowcnuti (about sleep); eapsauuii (about a
person); 6ypxausui (about ocean).

Antonymous pairs are usually formed by words possessing
qualitative, quantitative, spatial, and temporal meanings, e.g., happiness —
sorrow (qualitative); mano — 6aecamo (quantitative); up — down (spatial);
pano — nizro (temporal).

There are criteria according to which it is possible to distinguish
antonyms. The most important of them are:

* contextual criterion;

» the possibility of substitution;

» identical lexical valency.

Thus, two words are considered to be antonyms if they are regularly
contrasted in actual speech, or if the contrast of their meanings is proved
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by definite contexts. The use of antonyms in the same contexts has
produced fixed antonym patterns. For instance, A and B: bright and
stupid; A not B: damp not dry; A or B: good or evil.

English words with the negative prefix non- and Ukrainian words
with the negative prefix wHe- are not considered to be antonyms.
Nevertheless, if these prefixes form words with new shades of meaning,
these words can be antonyms. Cf., dpye — Henpyr (‘Bopor’); 8o.1s1 — He60.IA;
npasoa — Henpasoa (‘OpexHs’).

As a rule, we study antonyms only synchronically and classify them
into the following groups.

Contradictory antonyms (complementary antonyms) are
antonyms which denote notions mutually opposed (exclusive) and denying
one another, e.g., dead — alive; single — married, perfect — imperfect; male —
female; married — single; to marry — to divorce; to learn — to forget; to
appear — to disappear; asleep — awake; same — different; scusut —
Mepmeul; 3pAduUll — CANUU, NPUCYMHIU — GIOCYMHIU; C8IU — YYHCUU,
oopyaicysamucs — poznyyamucs; nepuiuti — ocmanniu. Their features are:

e not gradable;

e truly represent oppositeness of meaning;

e cannot be used in the comparative or superlative degree;

e the denial of one member of such antonymic opposition always
implies the assertion of the other, e.g., not dead — alive.

Contrary antonyms (contraries) differ from contradictories in
having some intermediate members, €.g., in the opposition cold — hot, the
intermediate members are cool — warm, so cold may serve as an antonym
not only for 4ot but also for warm. Other examples: mup — sitina; 306mni —
8cepeOuri; NPUOIUHUK — NPOMUBHUK;, O0OPOBIIbHUL — NPUMYCOBULL, PAZOM —
OKpemMo; noyuHamu ——  3aKiHuyeamu; — ceimamu  —  CMepKamu;
apewimosysamu — 38LIbHAMU; Kpawamu — 2ipuwamu;, 3anumyeamu —
gionosioamu;, 3a — npomiu, etc.

Contrary antonyms possess the following characteristics:

o they are gradable, i.e. there are some intermediate units between the
most distant members of a set, e.g., cold — (cool — tepid — warm) —
hot; never — (seldom — sometimes — often) — always; xon00 — (men.o;
MOpO3) — cneka; opyxcoa — (mosapuuty8anHs — NPus8 sa3aHicms) —
sopodicHeua; cirasa — (opeon — HIMO — waHa) — 2amvoOa; bazay —
(Hebioic — 3audenv) — 0IOHAK, cmintugeysb — (wubatieonosa —
Jleckoodyxa 1ioouHa) — 6os2y3; opronem — (uwamer — pyoutl — CUBUIL) —
O10HO0UH, etc.;
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e they are capable of comparison, e.g., good — better — best vs. bad —
worse — Wworst, XON00HUL — NPOXOJOOHUU — MeNnautl — 2apsadull,
110608 — NPUSA3HL — HENPUsA3Hb — HEeHABUCMb, 8Cl — bazamo, Xmo —
oexmo — Hixmo, etc.;

e they can be modified by such intensifiers as very, slightly, extremely,
fairly, rather, etc., e.g., huge — very big — BIG — quite big — medium-
sized — quite small — SMALL — very small — tiny, etc.;

e they do not deny one another, e.g., She is not beautiful # She is ugly;

e they refer not to independent absolute qualities but to some implicit
norm, €.g., a big mouse vs a small elephant, etc.

Incompatibles are connected with the relations of exclusion, not
contradiction, e.g., morning — evening, day — night, na 1uye — Hagugopim;
YON08IK — JICIHKA;, Opam — cecmpa, etc.

Conversive antonyms (conversives) denote one and the same
referent or situation as viewed from different points of view, with a
reversal of the order of participants and their roles, e.g., fo buy — to sell; to
lend — to borrow; to precede — to follow; to give — to receive; left — right;
parent — child; teacher — pupil, etc. These antonyms are mutually
dependent on each other and one item presupposes the other.

Vectorial antonyms (directional antonyms) are words
denoting differently directed actions, features, e.g., to rise — to fall; to
arrive — to depart; nionimamucs — onyckamucs (Cnyckamucs); 6UCXIOHUU —
HU3XIOHUIL, myou — 36i0mu; énepeod — Ha3ao, etc.

Another classification of antonyms is based on a morphological
approach when contrast is implied in the morphological structure of the
words itself. Two types of antonyms are distinguished.

Root antonyms (absolute antonyms) are antonyms having
different roots, e.g., right — wrong; long — short; late — early; day — night,
npoKypop — aogoxkam; 6ac — mMeHOop; NOMIWUK — Kpinak, 3ycmpiu —
po3nyka, etc.

Derivational antonyms are antonyms having the same root but
different (one of them is negative) affixes, e.g., happy — unhappy; to fasten —
to unfasten; flexible — inflexible, regular — irregular; to appear — to
disappear; logical — illogical, eouxamu — euduxamu; OAULKUL —
HeONU3LKULL, NO2AHUU — HENno2anull, Malull — HeMaiuil, OOKOHAHUU -—
HeOdoKoHaHutl (BUJI IIECIIOBA); opeaHiuHa — Heop2aHiuna (XiMis), etc.
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According to the parts of speech antonyms are classified into:

eantonymous adjectives, e.g., clean — dirty; black — white;
useful — useless; doseuti — KOpOMKUIL, 102IYHUL — HELO2TYHULL; BETIUKUL —
manuu, etc.;

santonymous adverbs, e.g., now — then; above — below; warmly
— coldly; 3a6o1cou — Hixonu; myou — croou; 6seuepi — 8panyi, etc.;

eantonymous nouns, e.g., day — night; death — life; 0o6po — 310;
BlUHA — MUp; pyX — CNOKIU; 8iUHa — Mup, etc.;

santonymous verbs, e.g., to lose — to find; to open — to close;
JI0OUmMuU — HeHA8UOIMU;, NOYUHAMU — 3aKIHYYyeamu, etc.

Most English and Ukrainian antonyms are adjectives and adverbs,
because of their qualitative and quantitative character. Noun and verb
antonyms take the second place after adjective and adverb antonyms.

Antonyms are used to provide contrastive features of objects,
phenomena, or processes. A number of English and Ukrainian idioms,
proverbs and sayings are based on obvious or hidden antonymy, e.g.:

Hi myou, ni croou (obvious antonymy)

As good, as dead (hidden antonymy)

Antonymy i1s also used to create oxymoron. It is a stylistic figure,
which unites two incompatible, opposite notions, like in the following line
from a poem by Maxim Rylsky: Hesinbnuxis na gintbhe ceésamo cxiuue.
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Supplementary Material for Self-study

Text 1
Semantic Relations and ’nyms in English Lexicon: Some

Definitions
(Murphy, M. Lynne. Semantic Relations and the Lexicon. Antonymy,
Synonymy, and Other Paradigms. Cambridge University Press, 2003
https://pdfs.semanticscholar.org/3e24/b9df85aa6b0949ec096¢19c1ec3tbc9e3419.pdf)

So far, the topic of study has been described as “paradigmatic
semantic relations among words”. In the literature, these relations are
usually called “lexical relations” or “semantic relations”, and sometimes
those two terms are used contrastively.

The common element, “relation”, is fairly vague, but in its most basic
use, it describes co-membership in a definable set. So, for example, sky
and high are related in that they are members of the set of English words
that rhyme with eye.

“Relation” 1s also used to distinguish the types of definitional criteria
that define such a set. So, the relation between sky, high, and eye is the
rhyme relation (i.e., the criterion for membership in the relational set is
similarity of word-final sounds).

For our purposes, “relation” can stand for “paradigmatic” relation, in
which the set of words forms some sort of paradigm, such as a semantic
paradigm that contains members of the same grammatical category that
share some semantic characteristics in common, but fail to share others.
So, for example, the set of basic colour terms forms a paradigm whose
members are adjectives (or nouns), each referring to a different section of
the colour spectrum.

Not all paradigms are semantically defined, of course. Inflectional
paradigms, for instance, include the possible variations of a lexical item in
some inflectional category, such as number. So a morphological
paradigmatic relation exists between child and children.

Paradigmatically related words are, to some degree, grammatically
substitutable for each other. For example, blue, black, and any other
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member of the colour paradigm can sensibly and grammatically occur in
the phrase a  chair. In this way, paradigmatic relations stand in
contrast to “syntagmatic relations”, which are relations between words that
go together in a syntactic structure. For example, we can speak of a
syntagmatic relation between eat and dinner.

The two types of relation are not always easy to distinguish, although
the rule for distinguishing them is that paradigmatic relations hold between
members of the same grammatical category, while syntagmatic relations
involve members of different grammatical categories.

For present purposes, it makes sense to use the term “semantic
relations” to indicate relations defined by semantic paradigms — but not
before issuing some caveats. The term “semantic relations” is sometimes
used to denote phrasal or sentential relations, such as paraphrase,
entailment, and contradiction, but here it should be understood to mean
“paradigmatic semantic relations among words”.

Given the pragmatic perspective taken here and the fact that non-
semantic factors may affect these so-called “semantic relations”, one might
argue that they should be called “pragmatic relations”. But that term
misses the point that even if non-semantic factors (such as phonetic form
or register) come into play in antonymy or synonymy, the most basic
requirement is semantic relatedness. Non-semantic factors may affect
judgments of how well a set of, say, synonymous words exemplifies the
synonym relation, but the meanings of the words make or break the
relation.

The term “lexical relation” is used here to indicate any paradigmatic
relation among words, not just a semantic relation. So, lexical relations
include phonetic relations (such as rhyme or alliteration), morphological
relations (such as inflectional variation), and morpho-syntactic relations
(such as co-membership in a grammatical category).

Again, a caveat is in order. The term “lexical relation” is ambiguous,
in that it could refer to relations among words (on a page, in a mind, or
wherever they might exist) or to relations (among lexical items) within the
mental lexicon. For some authors, the two meanings are interchangeable,
since they hold (or assume) that if words are related, then that relation is
represented in the lexicon.

However, I take the position that relations among words are not
among the types of information about words that can be represented in the
lexicon. This position contrasts with that of, for example, Derek Gross,
Ute Fischer, and George A. Miller (1989). They distinguish between
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antonym pairs like big / little and other semantically opposed pairs, such as
gigantic / tiny, claiming that the former are lexical antonyms (i.e., intra-
lexically related) as well as conceptual opposites (semantically related),
while the latter are only conceptually opposed. For them, this means that
the big / little contrast must be represented in the mental lexicon, but the
relation between gigantic and tiny i1s not a part of those words’
representation in the lexicon. In the context of the term “lexical relations”
in this book, “lexical” should only be assumed to mean ‘involving words’
rather than ‘contained in the mental lexicon.” The term “intra-lexical”
indicates that a structure or piece of lexical information is contained within
the lexicon. “Meta-lexical” indicates information that is not contained in
the lexicon, even though it may be information about words.

The main relations discussed here are exemplified as follows:

synonymy: sofa = couch = divan = davenport

antonymy: good / bad, life / death, come / go

contrast: sweet / sour / bitter / salty, solid / liquid / gas

hyponymy, or class inclusion: cat < mammal < animal

meronymy, or the part-whole relation: line < stanza < poem

The equals sign (=) is used to indicate synonymy. The slash (/)
between members of antonym or contrast sets signifies the semantic
incompatibility of the contrasting words. Antonymy is a subtype of
contrast, in that it is contrast within a binary paradigm. While the term
“antonymy” 1s sometimes reserved for more specific relations, it is used
here for any binary semantic contrast among lexical items (whereas
“opposite” 1s used more broadly here, not limited to contrast between
linguistic expressions).

The “less than” sign (<) in the hyponymy and meronymy examples
indicates that these relations are hierarchical and asymmetrical. That is,
stanza 1s a meronym of poem, but poem is not a meronym of stanza. The
converse relations of hyperonymy and holonymy can be represented by the
“more than” sign (>), as a poem > stanza (i.e., poem is the holonym of
stanza). For example, cat does not have the same relation to mammal (cat
< mammal) as mammal has to cat (mammal > cat). In one direction, it 1s a
relation between a category and its superordinate category, and in the
other, it is a relation between a category and its subordinate.

On the other hand, synonymy, antonymy, and contrast are non-
hierarchical relations, and are usually characterized as symmetric
relations in that the relation between, say, couch and sofa is not
distinguishable from the relation between sofa and couch. Thus, we can
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say that couch and sofa are synonyms of each other, but cannot say that cat
and mammal are hyponyms of each other. Cat is a hyponym of mammal,
and mammal is a hyperonym of cat. Similarly, meronym 1is a
unidirectional term, so that stanza is a meronym of poem, but poem is the
holonym of stanza.

While John Lyons (1977) and others discuss “co-hyponymy” and
others write of “co-meronymy”, these two relation types can just as well
be considered contrast sets. So, eyes /nose / mouth could be considered a
contrast set or a set of co-meronyms of face, and likewise
sonne / ballad / ode are a contrast set or co-hyponyms of poem.

Other relations, such as morphological or phonetic relations and
undefined relations, are indicated by a dash (-). Not all semantic relations
are discussed in this book. For example, case relations, like that between
author and book, are disregarded even though they are relevant to some
theories of intra-lexical organization (e.g., Meaning-Text Theory). Some
miscellaneous paradigmatic relations are briefly discussed in chapter 6, but
the attention here is to those relations that have been central in discussions
of lexical semantics.
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Text 2
The Study of Semantic Relations: Similar and Divergent

Features
(Chaffin, R. & Herrmann, J. D. The Similarity and Diversity of Semantic Relations.
Born, D., Arsentieva E., Fussel, G. & Polkina, G. English Lexicology)

There is a rich variety of semantic relations in natural languages.
Subjects’ perceptions of similarities among relations were studied for a
wider variety of relations than had been used in previous studies. A
hierarchical clustering analysis of the sorting data indicated that the
subjects perceived five families of semantic relations (contrasts, class
inclusion, similars, case relations, and part-wholes). The five families were
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distinguished in terms of three properties of semantic relations:
contrasting / noncontrasting, logical / pragmatic, and  inclusion/
noninclusion. Within each family, relations also were sorted in ways
consistent with their defining properties. Relations were therefore viewed
not as unanalyzable primitives, but in terms of the relational properties that
distinguished them.

Semantic relations between concepts are basic components of
language and thought (Bonkosa 2006, IckapunoBa 1987, Kotiosa 2010,
Kouepran 2006, Pubanka 2009, PykonsHceka 2007, Yopua 2009,
Bierwisch 1970, Leech 1974, Miller 1969, Miller & Johnson Laird 1976,
Palermo 1978).

Relying on associative and introspective data, Wundt identified and
classified a wide range of relations. Wundt recognized two general classes:
outer associations (part-wholes, word sequences) and inner associations
(categorical relationships, similars, coordination, causal relations).

More recently, Anderson (1976), Kintsch (1980), Smith (1977) have
been directly concerned with the study of semantic relations in two related
areas: the development of general models of semantic memory and the
study of semantic decisions. In both areas, research has focused on a
limited number of relations, and the similarities between relationships have
not been explored.

General models of semantic memory have been developed to account
for the comprehension and representation of propositional knowledge by
Anderson (1976), Norman & Rumelhart (1975). In these models,
information is represented by a network of labeled relations between nodes
that stand for concepts. Relations serve as unanalyzed, primitive terms;
consequently, their number has been restricted in the interest of economy.
As a result, only a fraction of the total number of relations in the English
language have been considered.

The scope and power of current models would be enhanced by
encompassing the wider range of relations considered by earlier
generations of psychologists. Semantic decision tasks have been used
primarily to explore hypotheses about the processes involved in the
perception of relations between concepts. In a typical experiment, subjects
are timed as they decide whether or not two words exemplify a particular
target relation (e.g., Is a “robin” a “bird’"?). These studies have also been
limited to a few relations, primarily class inclusion, although some
attention has been given to synonymity and antonymy and to the part-
whole relation (Chaffin, Herrmann, & Andrews 1981).
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The wvariety of relations is important both to general models of
comprehension and to semantic decision models. For general models of
comprehension, the differences among relations are important because
relations differ in their logical properties and in the inferences that they
permit. For example, contrary (sweet — sour) and contradictory (married —
unmarried) opposition differ in that contrary opposition admits of degrees,
for example, very sweet, whereas contradictory opposition does not for
example, very married.

For decision models (Kintsch 1980, Smith 1977), the differences
among relations are important because each relation might be expected to
call into play a unique set of decision criteria (Herrmann 1979). For
example, class inclusion decisions, it has been suggested, are based on
criteria for inclusion (McCloskey & Glucksberg 1979), whereas antonym
decisions require an evaluation of the nature of the opposition (Herrmann,
Chaffin, Daniel, & Russo 1981).

Once the diversity of relations is noted, it is apparent that relations
vary in their similarity to each other. For example, there appears to be a
family of contrast relations that have more in common with each other
than they do with other relations (contradictories: alive — dead; contraries:
hot — cold; directionals: above — below; reverses: buy — sell; incompatibles;
frank — hypocritical) (Bolinger & Sears 1981, Kempsen 1977). These
family resemblances must be accounted for by models of semantic
memory. Relation similarity has been found to affect performance in
semantic decision tasks (Chaffin, Herrmann & Andrews 1981, Chaffm,
Russo & Herrmann 1981), restricted association tasks (Perfetti 1967,
Riegel & Riegel 1963), and ratings of conformity to a target relation
(Chaffm & Herrmann 1981).

The purpose of the present research was to develop an empirically
based account of similarities among relations for a wider range of relations
than previous research had done. An A Prior1 Taxonomy of Semantic
Relations Inspection of earlier classification schemes suggests the
existence of five main families of relations: contrast, class inclusion,
similars, case relations, and part-whole relations (Flavell & Flavell 1959,
Miller 1969, Perfetti 1967, Riegel & Riegel 1963, Whitehurst 1979, Wundt
1893). The agreement on these five families is not unanimous; for
example, some classification schemes group class inclusion with part-
whole relations whereas others do not (Aschoffenburg, Kraepelin 1921).

These five families, nevertheless, provide an a priori framework
within which the relations selected for the study will be described. The
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relations selected include most of the relations mentioned in earlier
classification schemes, together with others found in the work of linguists
and philosophers. In addition, we distinguished several types of part-whole
relation.

Contrast. This family consists of relations in which the meaning of
one term contrasts, opposes, or contradicts the other term (Bolinger &
Sears 1981, Cruse 1976, Kempsen 1977, Leech 1974). This class includes
four types of antonym relation and three types of relations involving
opposition that is not generally regarded as antonymous.

“Contradictory antonyms” are terms opposed dichotomously, e.g.,
alive — dead. “Contrary antonyms” are opposed symmetrically on a
continuous dimension, e.g., hot — cold are equally opposed temperatures.
‘Directional antonyms” are concepts opposed in time or space, €.g., before
— after, above — below. “Reverse antonyms”, sometimes called converses,
represent opposed actions, e.g., buy — sell. Of the relations not normally
regarded as antonymous, asymmetric contraries are opposed on a
continuous dimension but, as the term indicates, asymmetrically, e.g., hot
— cool; the imperfect symmetry is the reason the relationship is not
generally regarded as antonymic (Katz 1972). “Incompatibles” are terms in
which the denotative meaning of one term i1s opposed to only part of the
denotative meaning of the other term; for example, frank is incompatible
with hypocritical in that hypocrisy involves dishonesty, whereas frankness
involves both honesty and outspokenness. Because the opposition does not
involve the full denotative meaning of these terms, they are not antonymes.
“Pseudo-antonyms” are so called because their opposition is based on a
connotative meaning of one term; for example, popular and shy are
opposed because popularity connotes extroversion, which is denotatively
opposed to shyness (Herrmann et al. 1979).

Similars. This family consists of terms that overlap in denotative
meaning, connotative meaning, or both. The best known of these relations
is synonymity, in which terms have the same denotation, e.g., car — auto
(Herrmann 1978). “Dimensional similarity” involves denotative agreement
that 1s not sufficient for synonymity but that occurs at adjacent points on a
common dimension, e.g., laugh — smile (Flavell & Flavell 1959). Another
relation in this family is “attribute similarity”, in which salient attributes of
one term resemble those of another, e.g., rake — fork (Perfetti 1967). The
above similarity relations require terms to be in the same form class.
Necessary attribution, in contrast, involves a term and a defining attribute
of the term, e.g., lemon — sour (Flavell & Flavell 1959).
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Class inclusion. Relations in this family involve one term whose
denotative meaning subsumes that of the other term. Unlike the other
relation families, there are no precedents or clear logical grounds for
distinguishing different types of class inclusion relations. Nevertheless, six
types were included in the present study so that the class inclusion relation
should be as well represented as the other major relations.

We distinguished the six types through the kind of information that
forms the basis for the inclusion relation. “Perceptual subordinates™ are
objects that are principally characterized by their visible, physical
properties, e.g., animal — horse. “Functional subordinates” are objects that
are principally characterized by their functions, e.g., vehicle — car. “State
subordinates and geographical subordinates” involve, respectively, states,
e.g., emotion — fear and places, e.g., country—Ukraine. ‘“Activity
subordinates and action subordinates” involve activities, e.g., game — chess
and actions, e.g., cook — fry, respectively.

Case relations. The relations involved in predication or attribution
have been variously described as case, syntactic, and syntagmatic relations
(Fillmore 1968, Flavell & Flavell 1959). These relations have played a
central role in network models of propositional knowledge, in which the
assignment of default values to cases of verbs has provided a powerful tool
for explaining inferences (Rumelhalt & Ortony 1977). For example, a
typical agent for the activity of barking is a dog; the agent-action relation
is exemplified by pairs such as do — bark.

Often, agents have instruments that they typically use; farmer —
tractor is an example of the agent-instrument relationship. Likewise, there
are often typical objects of an agent's activity; plumber — pipes is an
example of the agent-object relation. A typical recipient of sweeping is the
floor; the action-recipient relation is represented by pairs such as sweep —
floor. The action-instrument relation is represented by, for example, cut —
knife.

Part-wholes. The relations in this family involve inclusion that is
pragmatic rather than necessary, as is the case with class inclusion. The
relations selected were derived freely from the literature on the part-whole
relation (Lyons 1977, Miller & Johnson Laird 1976).

Parts of functional objects are distinguished by the fact that they
must be in a particular spatial and functional configuration in order to play
their proper roles in the functioning of the whole, e.g., airplane — wing.
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Parts of functional locations, in contrast, are less restricted in the
spatial relations they can have to other parts of the whole, e.g., kitchen —
refrigerator.

Spatial inclusion is also a characteristic of places and their parts, but
in this case, the inclusion is criterial and the function of the parts is
irrelevant to the relation, e.g., Germany — Hamburg.

For organizations, spatial inclusion is irrelevant; parts are related to
the whole by their organizational status and by their function, e.g., college
— admissions office.

The preceding part-whole relations involve wholes that have
heterogeneous parts. Two other part-whole relations involve parts that are
homogeneous. Items in a collection are all similar to each other and are
part of the whole merely by virtue of being close to one another, e.g., tree
— forest. Groups are similar to collections of objects, except that members
of groups are animate and the criteria for membership involve a social
transaction rather than mere spatial proximity, e.g., faculty — professor.

Two additional part-whole relations differ from the others in that
their parts are not readily distinguishable or separable from one another.
Ingredients cannot be separated readily from the whole, e.g., pizza —
cheese, and units of measure, e.g., mile — foot also merge one with another.

The second kind of semantic relation is hyponymy, a relation of
inclusion. “A hyponym is a word whose meaning is included, or entailed,
in the meaning of a more general word” (Denham & Lobeck 2010: 298).
Hyponymy shows the relationship between a generic term (hypernym) and
a specific instance of it (hyponym).

A hyponym is a word or phrase whose semantic field is more
specific than its hypernym. The semantic field of a hypernym, also known
as “a superordinate”, is broader than that of a hyponym. An approach to
the relationship between hyponyms and hypernyms is to view a hypernym
as consisting of hyponyms. Hyponymy may be explained as the relation
between specific and general lexemes and phrases; for example, house is a
hyponym of building. Georgios Tserdanelis and Wai Yi Peggy Wong view
this relation as “the loss of specificity” (2004: 225). It indicates moving
from specific (a rose, tulip, and petunia) to general (flower). The
relationship between the lexemes can be seen in the diagram:
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plant » hypernyvm

In }m m

flower > In ernym
crocus rose  begonia daffodil hyvponyms

Flower and plant are super-ordinate terms, or hypernyms. Flower is
the hypernym for crocus, rose, begonia, and daffodil, and it is also a
hyponym of plant. Flower is superior to crocus, rose, begonia, and
daffodil, but flower 1s inferior to plant at the same time.

It should be noted that not all lexemes have hypernyms; for example,
nightclub or balloon may not have hypernyms other than vague names,
such as a place and a thing. Sometimes, it is difficult to assign hypernyms
to abstract nouns.

According to George A. Miller (1998), like other semantic relations,
hyponymy can be subdivided into two subtypes: taxonomic and
functional. Taxonomies are classification systems. Taxonomic relation
can be illustrated in the following example: cow is in a taxonomic relation
to animal, but cow is in a functional relation to /ivestock (a cow functions
as livestock). However, functional relation is not necessarily a logical
relation because not every cow is livestock, and not every knife is a
weapon.

Hypernyms and hyponyms are asymmetric. Hyponymy can be tested
by substituting X and Y in the sentence “X is a kind of ¥’ and determining
if it makes sense. For example, 4 screwdriver is a kind of tool makes sense
but not 4 tool is a kind of screwdriver.

Strictly speaking, the meaning relation between hyponyms and
hypernyms applies to lexical items of the same word class (or parts of
speech), and holds between senses rather than words. For instance, the
word screwdriver used in the previous example refers to ‘the tool for
turning a screw’, and not to ‘the drink made with soda and orange juice’.

Hyponymy is a transitive relation, if X is a hyponym of Y, and Y is
a hyponym of Z, then X is a hyponym of Z. For example, violet is a
hyponym of purple and purple is a hyponym of colour; therefore violet is a
hyponym of colour. A word can be both a hypernym and a hyponym; for
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example purple is a hyponym of colour but itself is a hypernym of the
broad spectrum of shades of purple between the range of crimson and
violet.

The hierarchical structure of semantic fields can be mostly seen in
hyponymy. They could be observed from top to bottom, where the higher
level is more general and the lower level is more specific. For example,
living things will be the highest level followed by plants and animals, and
the lowest level may comprise dog, cat, and wolf.

Under the relations of hyponymy and incompatibility, taxonomic
hierarchical structures too can be formed. It consists of two relations; the
first one being exemplified in “An X is a Y’ (simple hyponymy) while the
second relation is “An X is a kind / type of Y. The second relation is said
to be more discriminating and can be classified more specifically under the
concept of taxonomy

If the hypernym Z consists of hyponyms X and Y, X and Y are
identified as co-hyponyms. Co-hyponyms are labelled as such when
separate hyponyms share the same hypernym but are not hyponyms of one
another, unless they happen to be synonymous. For example, screwdriver,
scissors, knife, and hammer are all co-hyponyms of one another and
hyponyms of fool, but not hyponyms of one another: “A hammer is a type
of knife” is false.

Co-hyponyms are often but not always related to one another by the
relation of incompatibility. For example, apple, peach, and plum are co-
hyponyms of fruit. However, an apple is not a peach, which is also not a
plum. Thus, they are incompatible. Nevertheless, co-hyponyms are not
necessarily incompatible in all senses. A queen and mother are both
hyponyms of woman but there is nothing preventing the gueen from being
a mother. This shows that compatibility may be relevant.
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Thematic Module 2
CONTRASTIVE TYPOLOGY OF ENGLISH AND UKRAINIAN
PHRASEOLOGY

Theme 6
Phraseology and its Basic Unit

6.1 English and Ukrainian Phraseology from Historical
Perspective

The term “phraseology” (Greek phrasis ‘way of speaking’ and logia
‘study of”) denotes the youngest branch of linguistics (or a subfield of
Lexicology). Linguists are not unanimous in their opinions about
phraseology: how it should be defined, classified, described, and analyzed.

As a scholarly approach to language, phraseology developed in the
20" century. Professor O. Schachmatov (1864—-1920) in his book “Syntax
of the Russian Language” (IllaxmaroB 1925; 1927) paid attention to such
phrases with fixed componential structures and meanings which are not
predictable from the meanings of their components.

French linguist Ch. Bally (1865-1947) in his book “Précis de
Stylistique” (1905) introduced the notion of “locutions phraseologiques”
(‘phraseological phrases’) into Lexicology and Lexicography and used the
term “unité phraséologique” (‘phraseological unit’), which led to the term
“frazeologhizm” with the same meaning, and then subsequently borrowed
by different languages belonging to the European culture.

The earliest studies of Phraseology in the former Soviet Union were
performed by Academician V. Vinogradov (1894-1969) who used the
term “phraseological unit” (‘bpaszeonornueckas equnauia’) and elaborated
the semantic classification of phraseological units (Bunorpamos 1977).

The study of English set-phrases on a scientific basis was initiated by
Professor O. Kunin (1909-1996) whose dictionary of English idioms
(1955) has valuable information in this branch of linguistics.

Beginning with the late 1960°, phraseology has established itself in
German linguistics but was also occasionally touched upon in English
linguistics. The earliest English adaptations of phraseology are dome by
Uriel Weinreich (1926-1967), a Polish-American linguist, and Leonhard
Lipka (1938-2019), Professor of English Linguistics from Frankfurt,
within the approach of transformational grammar.
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In Great Britain, as well as other Western European countries,
Phraseology has steadily been developed. The activities of the European
Society of Phraseology (EUROPHRAS) and the European Association for
Lexicography (EURALEX) with their regular publications attest to the
prolific European interest in Phraseology. English and American linguists
collect various words, word-groups, other units presenting some interest
and describe them as idioms. But in English and American linguistics no
special branch of study exists, and the term “phraseology” has mainly a
stylistic meaning. According to Webster's dictionary, phraseology is a
mode of expression, peculiarities of diction, 1.e. choice and arrangement of
words and phrases characteristic of some author or some literary work.

Stefan Th. Gries (born 1970), Professor of linguistics in the
Department of Linguistics at the University of California, Santa Barbara,
identifies a set of parameters that are typically implicated in phraseological
research (Gries 2008):

1) the nature of the elements involved in a phraseologism (lexical
and grammatical items);

2) the number of elements involved in a phraseologism;

3)the number of times an expression must be observed before it
counts as a phraseologism;

4) the permissible distance between the elements involved in a
phraseologism  (immediately  adjacent elements, discontinuous
phraseologisms);

5)the degree of lexical and syntactic flexibility of the
elements involved (completely inflexible patterns, standardly quoted as by
and large, relatively flexible patterns such as kick the bucket, which allows
different tenses but, e.g., no passivization);

6)the role that semantic wunity and semantic non-
compositionality / non-predictability play in the definition
(function as a semantic unit in sentence or clause).

In Ukraine, the term “phraseology” designates the discipline as well
as its object, the set or totality of phraseological units in a given language.
According to the origin of phraseologisms, a line has been drawn between
two areas of investigation, namely, linguistic phraseology
understood as a community’s means of expression and literary
phraseology including aphorisms, witticism, word combinations with
an accidental character, belonging to certain writers, outstanding people.

The founder of Ukrainian phraseology 1s considered to be
outstanding Ukrainian linguist O. Potebnya (1835-1891) who studied all
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set-phrases proverbs, sayings, constant combinations of words, which
subsequently began to be nominated in linguistic literature as
“phraseologisms”, “idioms”, “phraseological units”, etc. (Iloredbns 1930).
V. Uzhchenko (1935-2010) and D. Uzhchenko, well-known Ukrainian
researchers of the phraseological level of the language, emphasize that the
emergence and use of phraseology is conditioned by a constant idea of
lexical insufficiency, an attempt to verbalize human emotions, implied in
cognitive models of the state of mind (Vxuenko & ¥Yxuenko 1998).

Thus, the word “phraseology” has very different meanings in
Ukraine and in Great Britain or the United States. While the notion of
“phraseology” 1s a very widespread concept, different authors define it
differently, sometimes do not provide a clear-cut definition, or conflate
several terms that many scholars prefer to distinguish. But it is due to the
expansive research in foreign and domestic linguistics that phraseology
has been established as a branch of linguistic science in its own right, as an
autonomous discipline, the object of research of which consists in
phraseological units (or idioms in American linguistics) of a given

language (or a group of languages).

6.2 Basic Unit of English and Ukrainian Phraseology and its
Distinguishing Features

The aim of Phraseology is the study of set or fixed expressions, such
as 1dioms, phrasal verbs and other types of multi-word lexical units, the
meaning of which is different from the meanings of the component parts.
For example, Dutch auction is composed of the words Dutch ‘of or
pertaining to the Netherlands’ and auction ‘a public sale in which goods
are sold to the highest bidder’, but its meaning is not ‘a sale in the
Netherlands where goods are sold to the highest bidder’. Instead, the
phrase has a conventionalized meaning referring to ‘any auction where,
instead of rising, the prices fall’.

Since 1905, when French linguist Charles Bally (1865-1947) in his
book “Précis de Stylistique Francais” (1905) introduced the notion of
“locutions phraseologiques” (‘phraseological phrases’) into Lexicology
and Lexicography and wused the term “unité phraséologique”
(‘phraseological unit’), which led to the term “frazeologhizm” with the
same meaning, Phraseology has entered the sphere of linguistics becoming
established as a self-contained linguistic discipline.
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As a scholarly approach to the study of language, Phraseology
attracted attention of a number of scholars in Ukraine (L. Avksentiev,
M. Zhovtotbryuh, S. Shevchuk, N. Shkuratyana, L. Skrypnyk,
O. Potebnya, Yu. Pradid, V. Uzhchenko, D. Uzhchenko, H. Udovychenko,
etc.) who developed the ideas of the earliest studies of Phraseology in the
former Soviet Union (N. Amosova, O.Kunin, O. Schachmatov,
A. Smirnitsky, V. Vinogradov, etc.), in British and American linguistics
(W. Chafe, Ch. Fernando, R. Gléaser, S. Gries, R. Jackendoff, G. Nunberg,
I. Sag, T. Wasow, U. Weinreich, etc.).

Phraseology forms a special subsystem in the vocabulary system, the
units of which are called differently by different linguists (see
Supplementary Material for Self-study, text 1).

British and American scholars designate such units “idioms”, e.g.,
Logan Pearsall Smith “Words and Idioms” (1925), Vere H. Collins “A
Book of English Idioms” (1985), etc. (see Supplementary Material for
Self-study, text 2).

In Ukraine, the generally accepted term is “phraseological unit” (or
“phraseologism”), which denotes a fixed, non-motivated word-group
consisting of two or more words that cannot be freely made up in speech
but is reproduced as a ready-made unit and characterized by the stability of
its meaning, structure and function, e.g., Black Death, to show one’s teeth,
0e paxku 3uMyoms, nio MyxXor, HaAPI*CHUL KaAMIHb, etC.

As different linguists have different opinions of what a
phraseological unit is, they indisputably have different opinions about the
main criteria used to distinguish types of phraseological units, which
causes terminological confusion due to the usage of other terms, such as:
“1dioms”, “set phrases”, and “word equivalents”. These terms cannot be
used interchangeably, each of the term highlighting a specific feature of
the phenomenon under study.

The term “idiom” is mostly applied to phraseological units with
completely transferred meanings, i.e. to the ones in which the meaning of
the whole unit does not correspond to the meanings of its components. The
term “idiom” generally implies that the essential feature of the linguistic
units under consideration is idiomaticity or lack of motivation.

Idiomaticity means that the meaning of the whole phrase is not
deducible from the meanings of its component parts, i.e. it is completely
transferred, e.g., red tape, tit for tat, heads or tails, etc.
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Lack of motivation means that the meaning of the whole phrase
can be deducible from the meaning of at least one of its component parts,
1.e. it is partially transferred, e.g., as busy as a bee, as sly as a fox, etc.

The term “set phrase” emphasizes the fixed componential structure
implying that the basic criterion of differentiation is stability of the lexical
components and grammatical structure of word-groups, e.g., to be in a
family way ‘to be a member of the family’ and to be in the family way ‘to
be pregnant’, i.e. no word within a phraseological unit can be replaced by
its synonym, antonym, or hyponym.

Lexical and grammatical stability means that the usage of a
phraseological unit is not subject to free variations, and grammatical
structure of phraseological units is also stable to a certain extent, i.e. no
component of a phrase can be omitted or replaced by another one, e.g., red
tape NOT red tapes. Stability makes phraseological units more similar to
words, rather than free word combinations, because no substitution of any
element of a set-phrase is possible in the sterecotyped set expressions,
which differ in many other respects, e.g., all the world and his wife, first
night, to gild the pill, to hope for the best, as busy as a bee, fair and
square, stuff and non sense, time and again, to and fro, etc.

The term “word-equivalent” stresses not only semantic but also
functional inseparability of certain word-groups, their reproducibility,
i.e. their aptness to function in speech as single words, unchangeable,
ready-made collocations, €.g., to kick the bucket ‘to die’, to pull one’s leg
‘to deceive’, an elephant in a china shop ‘a clumsy person’, to make a
clean breast of ‘to confess’, to get on one’s nerves ‘to irritate’, etc.

Thus, the habitual terms “idioms”, ‘“set-phrases”, and ‘“word-
equivalents” reflect to certain extend the main debatable points of
Phraseology which centre in the divergent views concerning the nature and
essential features of phraseological units as distinguished from the so-
called free word-groups.

Phraseological units are distinguished from free word-groups, which
are formed on definite lexico-grammatical patterns that are generative,
i.e. any word in a phrase may be replaced by its synonym or hyponym,
e.g., brave (courageous, valiant, fearless, bold) man (woman, boy).

Phraseological unit, as defined by O. Kunin (Kynun 1996), is a set
expression with semantic complexity which i1s not formed on a generative
pattern of a free phrase; the pattern of a phraseological unit is that of
description, e.g., fo kick the bucket, Greek gift, drink till all's blue,
drunk as a fiddler / as a lord / as a boiled owl, as mad as a hatter /as a
March hare, etc.
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Cf. another definition: “A phraseological unit can be defined as a
reproduced and idiomatic (non-motivated) or partially motivated unit built
up according to the model of free word-groups (or sentences) and
semantically and syntactically brought into correlation with words”
(Kpyraukosa 2016: 53).

Consider to burn one’s fingers as a set-phrase and a free phrase.

Theircommon features are as follows:

e both are word-phrases;
e both are made up of the same words;

e both are characterized by structural separability.

Theirdifferent features are as follows:

e free-phrase is applied to people or animals; set-phrase is applied only to
people;

e in the free-phrase, literal meaning of every component denotes
something painful; in the set-phrase, figurative meaning is based on
metaphoric transference of meaning;

e free-phrase is made up on the generative lexico-grammatical pattern;
set-phrase is made up on the pattern of description;

e free-phrase is not registered in dictionaries as a language unit; set-
phrase is fixed both in general and phraseological dictionaries.

According to the theory of prof. O.Kunin (Kynun 1996),
phraseological units have three main parameters (Figure 6.1):

1. Phraseological units are language units, their characteristic feature
is semantic complexity, i.e. full and partial transference of meaning,
e.g., to burn one’s fingers is used figuratively, it is a metaphor based on
the similarity of action.

2. Structural separability and semantic cohesion, e.g., to kick
the bucket “to die’, Tom, Dick, and Harry ‘nepidii-Tinmmii’.

3. A phraseological unit is never formed on a generative pattern of a
free word-combination, one cannot predict the formation of a
phraseological unit; the patterns in phraseology are of some other
character; they are patterns of description (unpredictable). The most
common patterns of English and Ukrainian idioms are: Adj + N, e.g., white
elephant, 6ina eopona, etc.; V + N, e.g., to pull sb’s leg, ecmasamu He na
my Hoey, etc. There are grammatical patterns (noun phrases, verbal
phrases, etc.), semantic patterns (metaphoric and metonymic formation).
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PHRASEOLOGICAL UNITS AND THEIR DISTINGUISHING FEATURES

(set-phrases, idioms, word-equivalents)

IDIOMATICITY PHRASEOLOGICAL STRUCTURAL SEPARABILITY
STABILITY AND SEMANTIC COHESION
ﬂ\
Transference Complexity Syntactic Morphological
of meaning of meaning o markers markers
(to shrug one’s ® E > 2
shoulders, 3 § é i
to open one’s = g ‘é 8
mouth) Z o 2 2
= e s >4 Changes of Changes
§ E I E Active into of the verb
n > i
Full Partial 7] @ Passive
(red tape, to (as busy as a
spill the bee, as fas a
beans) picture) Changes
of the noun
Metaphor No lexical Limited
(to catch at a replacements replacements Changes
straw, like a fish possible possible of the
out of water) (a bloody Mary, (close/near at addecrive
in the family hand, close/shut
way) one’s eyes to sth)

Metonymy
(Tom, Dicka
and Harry, Wall
Street)

Simile
(as brave as a
lion, to drink
like a fish)

Hyperbole
(to make a
mountain out of
a molehill)

Figure 6.1. Phraseological Units and their Distinguishing Features
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The characteristic features of phraseological units are:
e recadymade reproduction,
structural divisibility,
morphological stability,
permanence of lexical composition,
semantic unity,
e syntactic fixity.

The most distinguishing feature of phraseological units is
phraseological stability which might roughly correspond to another term
“1diomaticity” used by English and American linguists.

By “idiomaticity” they mean two essential features of phraseological
units — stability of lexical components and lack of motivation.
Mainly on the basis of the second feature, the definition of an idiom given
in the Concise Oxford Dictionary is formed: “Idiom <...> peculiarity of
phraseology approved by usage, though having meaning not deducible
from those of the separate words™ (1982 : 495).

Phraseological stability may be called macrostability, which is made
up of several microstabilities:

e stability of use;

e stability of meaning;

e lexical stability.
The stability of use of phraseological units means that they are:
reproduced ready-made;
registered in dictionaries as language units;
handed down from generation to generation;
public property, not private.
The stability of meaning of phraseological units means either
transference of meaning (full or partial) or complexity of meaning (see
Figure 6.1).

Full transference of meaning occurs when the meaning is non-
motivated, figurative, not equal to the literal meaning of every component.
The main types of full transference of meaning are:

— metaphor, which is a hidden comparison based on different
types of similarity:

a) similarity of position, e.g., like a fish out of water; a bull in a
China shop, na Kko3axy Hema 3HAKy, CUOImu Ha 080X CMIiIbYsX, etc.;

b) similarity of action, e.g., fo wash one's dirty linen in public, to
pay through the nose, xogamu oui, nocmagumu Ha HO2U, NPUKYCUMU
A3UKA, HACMYNUMU HA 20P10, Mamu 30 Ha KO20Cb, KUHYMU SKIp, etc.;
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c) similarity of shape and/or function, e.g., a rising star, a blue
stocking, cuHs nanuoxa, 6adxcKuil mseap, OIMUMU HUMKAMU WUMUL, N0
Myxoro, etc.;

— metonymy, which is more realistic; it is based on contiguity of
meaning, e.g., Tom, Dick and Harry;, Wall Street; to be all ears; to count
by the noses; a blind hand;, Jack Ketch ‘hangman’, Tom Pepper ‘great
liar’, Tom Tailor ‘tailor’, Tom Thumb ‘a small man, a Lilliputian’, Nosy
Parker ‘monuna, 110 BTpy4YaeThes / CyHE HIC HE B CBOi CIpaBu’, etc.
Similarly in Ukrainian: /'epocmpam, Kcawmuna ‘cBapiuBa CokpaToBa
npyxuHa’, Maxap Kacan ‘Henaxepa’, Yanut ‘miACTYyIHA, 3paajinBa
JroguHa’, etc.;

— hyperbole, which is often present in metaphors because it has
the elements of exaggeration, e.g., a sea of troubles, to make a mountain
out of mole-hill, to drop in ocean, ocean of time, Hide Kypyi KitOHYymu, 6Ci
oopoau edyms 0o Pumy, 3 icmu nyo coni, etc.

Partial transference occurs when at least one of the
components has a literal meaning; this happens in similes, e.g., as brave
as a lion, to drink like a fish, to sleep like a log, to eat like a horse, as sly
as a fox, as old as hills, like a dog with two tails, s3uxama Xseecvka,
cepoewna Oxcana, 8i0 WUPO2o cepysi, OVIHCULL K 811, K HA O0JIOHI, etc.

Complexity of meaning occurs when the meaning of the
components is literal, there is no transference of meaning, but some
additional information is given, e.g., to lay down one's arms, to shrug
one's shoulders, to clench one's teeth, to show one's teeth, not to raise a
finger, niocmasumu nieve, mpumamu A3uK 3a 3y6amu, SHymu cnumy, etc.

Stability of meaning of phraseological units does not mean that the
meaning of phraseological units doesn't change, e.g., to give up the ghost
‘to die’, now it means ‘to stop functioning’ being applied to inanimate
things, such as trains, cars, etc.

Lexical stability of phraseological wunits means that their
componential structure is fixed, i.e. not any word within a phraseological
unit can be replaced into synonym, hyponym, or antonym.

Lexically fixed phraseological units may have:

—no lexical replacement possible, e.g., to pay through the
nose ‘to pay a very large sum of money’, Tomy Atkins ‘American soldier’,
a bloody Mary ‘a drink’, calf love ‘nutsade xoxaHHs’, stuff and nonsense
‘nypHulli’, to and fro ‘B3ajn 1 Buepen’, time and again ‘BpsAaud — roau’, tit
for tat ‘oo 3a 0Kko, 3y0 3a 3y0’, Ha OiOoHo20 Maxapa 6ci wuwKy 1emsamo,
saxuu Casa, maxa u crasa, etc. But they may change their grammatical
forms, e.g., He kicked the bucket (‘He died’). Bin nouys kpaem 8yxa;
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— certain, limited replacements possible, e.g., close/ near at
hand, not to stir/ raise/ lift / turn a finger, to close / shut one's eyes to
smth, meni Hauxamu | Hanmosamu, MmeHi no oapabary / hionemoso /
napanenvto, etc. These are phraseological variants (not synonyms),
which are also fixed in the dictionaries, their number is determined, they
must be learned.

Structural separability, the term introduced by A. Smirnitsky
(Cmupnunkuit 1957) means that one of the elements is subjected to
morphological change. This problem has been also investigated by
N. Amosova (AmocoBa 1963) and here are some of her examples, where a
skeleton in the cupboard means ‘a family secret’:

It must be rather fun having a skeleton in the cupboard.

I have skeletons in the cupboard.

Structural separability characterizes phraseological units which are
made up of words in the grammatical forms.

The markers of structural separability are:

— morphological, which are realized in:

a) changes of the verb, e.g., fto burn one's finger (burnt, has burnt, will

burn);

b) changes of the noun, e.g., &e is pulling my leg (our legs);

c) changes of the adjective, e.g., he is poorer than a church mouse;

— morphological and syntactic, e.g., the formation of the Passive
Voice Don't you see that our legs are being pulled?

— syntactic, when the structure of the phraseological unit as a whole is
different from that of a compound word, e.g., my God! good Heavens!
‘Cnasa bory!”

It goes without saying that the possibility of a morphological change
cannot regularly serve as a distinctive feature because it may take place
only in a limited number of set expressions.

6.3 Set-Phrases and Free-Phrases in English and Ukrainian:
the Problem of Differentiation

Numerous English dictionaries of idioms contain a wealth of
proverbs, sayings, various expressions of all kinds, but, as a rule, they do
not seek a reliable criterion to distinguish between free word-groups and
phraseological units. The complexity of the problem may be largely
accounted for by the fact, that the borderline between free word-groups
and phraseological units is not clearly defined.
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The so-called “free word-groups” are very close to set-phrases
because they are only relatively free, the collocability of their
member-words being fundamentally delimited by their lexical and
grammatical valency. It should be noted that valency comprises all levels
of language — its phonological, syntactic, and lexical levels. Only
grammatical and lexical valency will be considered here.

Grammatical valency is the ability of a word to appear in specific
grammatical (or rather syntactic) structures. Its range is determined by the
part of speech the word belongs to, e.g.:

oV (verb) + N (noun) — to grow roses (wheat) ‘to cultivate’;

oV (verb) + V (verb) — to grow to like ‘to begin’;

oV (verb) + D (adverb) — to grow quickly (rapidly) ‘to increase’;
oV (verb) + A (adjective) — to grow old (tired, dark) ‘to become’

This is not to imply that grammatical valency of words belonging to
the same part of speech is necessarily identical. This can be best illustrated
by comparing the grammatical valency of any two words belonging to the
same part of speech, e.g., of the two synonymous verbs suggest and
propose. Both verbs can be followed by a noun (to propose or suggest a
plan, a resolution); it is only propose, however, that can be followed by
the infinitive of a verb (to propose to do smth). The adjectives clever and
intelligent are seen to possess different grammatical valency as clever can
be used in word-groups having the pattern: A + prep at + N (clever at
mathematics), whereas intelligent can never be found in exactly the same
word-group pattern.

Thus, it follows that the grammatical valency of each individual
word is dependent on the grammatical structure of the language.

Specific linguistic restrictions in the range of grammatical valency of
individual words imposed on the lexical units by the inner structure of the
language are also observed by comparing the grammatical valency of
correlated words in different languages, e.g.:

English Ukrainian
to go by bus ixamu Ha asmoobyci
to go by train ixamu Ha noizoi
to be keen on sports 3AXONAI0BAMUCS CHOPIOM

Lexical valency, or collocability, is the aptness of a word to appear
in various collocations, i.e. in combinations with other words, which
amounts to semantic agreement. Collocability implies the ability of a
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lexical unit to combine with other lexical units, with other words or lexical
groups. The contexts in which a word is used bring out its distribution and
potential collocability, thus the range of lexical valency of words is
linguistically determined by the lexical meaning of words, by the
compatibility of notions expressed by them and by the inner structure of
the language word-stock.

The lexical valency of correlated words in different languages is not
identical. For instance, both the English p/ant and Ukrainian pociuna may
be combined with a number of words denoting the place where the flowers
are grown, e.g., garden plants, hot-house flowers, etc. (cf. Ukrainian
caoosi pocaunu, opardicepetini pocaunu, etc.). The English word plant,
however, cannot enter into combination with the word room to denote
plants growing in the rooms (cf. kivnamni pociunu — pot plants).

The interrelation of lexical valency and polysemy:

e the restrictions of lexical valency of words may manifest themselves
in the lexical meanings of the polysemantic members of word-groups, e.g.,
heavy, adj. in the meaning ‘rich and difficult to digest’ is combined with
the words food, meals, supper, etc., but one cannot say heavy cheese or
heavy sausage;

e different meanings of a word may be described through its lexical
valency, e.g., the different meanings of heavy, adj. may be described
through the word-groups, such as:

heavy weight | book / table;

heavy snow / storm / rain,

heavy drinker / eater;

heavy sleep | disappointment /sorrow;

heavy industry / tanks.

From this point of view, word-groups may be regarded as the
characteristic minimal lexical sets that operate as distinguishing clues for
each of the multiple meanings of the word.

A detailed analysis of factual material shows that valency in English
is broader and more flexible than that in Ukrainian. This fact confronts the
translator with additional difficulties, as it enables a writer to use
unexpected individual combinations. It follows that valency may be
obligatory or non-obligatory and words accordingly fall into two
categories: “open”, or discrete words, and “closed”, or non-discrete ones.

Every language has its established valency norms, its types of word
combinations, groups of words able to form such combinations. This
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especially concerns traditional, obligatory combinations while individual
combinations give greater scope to translators.

Individual collocability i1s by no means arbitrary and must not violate
the existing models of valency. As a writer may bring out a potential
meaning of some word, he is also able to produce unexpected
combinations. Such individual but linguistically justifiable collocations
belong to the writer’s individual style in the way as his epithets or
metaphors and may be regarded as an effective stylistic device, e.g.,
wtynok 8 komamosi (1. Kapna), 0o6ii ecoizmis (FO. AHIpyxoBuY).

Words traditionally collocated tend to constitute clichés, e.g., a bad
mistake, high hopes, heavy sea (rain, snow), etc. The translator is to find
similar target language clichés, traditional collocations: epyba nomunxka,
senuKi Haoii, oypxause mope, cunvhviil oow (cnie). The key word in such
collocations is a noun, both semantically and structurally, while the
modifying adjective plays a subordinate role. The key word is always
preserved in translation but the collocated adjective is rendered by a word
possessing a different referential meaning which expresses the same
category (in this case — intensity) and corresponds to the target language
valency norms. For example:

a bad mistake — epyba nomunxa,

a bad headache — cunvrnuii conosuuii 6inw;

a bed debt — nenosepnenuii bope;

a bad accident — sasickuii Hewacruuli 6UNAOOK;

a bad wound — eadicka pana

a bad egg — myxne siiye;

a bad apple — enune abnyxo.

It should be noted that words playing a qualifying role may be not
only adjectives but also verbs and adverbs, e.g., trains run — noizou
x00samw; to sit in dry dock — cmosimu 6 cyxomy ooui, etc.

The problem of semantic agreement inevitably arises in the
translation of phraseological units consisting of a verb of wide meaning
and a noun (collocations or set expressions). The verb is practically
desemantised and the noun is the semantic centre of the collocation.

The translation of the verb is determined by the law of semantic
agreement, e.g.:

to make tea (coffee) — 3asaprosamu uaii (kasy);

to make beds — cmeaumu nocminy;

to make faces — kopuumu epumacu;

to make apologies — npurnocumu subauenHsi.
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Every language possesses regular and compatible collocations.

After a day of heavy selling and in spite of persistent Bank of
England support, the pound closed on Monday at a new record low
against the United States dollar.

llicns moeo ax 6npoooedHc ycb02o OHS NOCUleHo 30veanucs QyHmu
CmepiJliHei6 I, He368adcayu Ha CMIUKy niompumky Aueniticoko2o 6aHKy, 00
3aKkpummsi OIpoHci 8 NOHEOIIOK KYpC (DYHMY CACHY8 DPeKOpOHO-HU3bKO2O
PiBHs 8IOHOCHO doJlapa.

The richer the semantic volume of a word is, the richer is its
collocability which opens up wide translation possibilities.

A detailed analysis of various collocations shows that individual and
unexpected collocations in different functional styles are much more
frequent in English than in Ukrainian.

Different collocability often calls for lexical and grammatical
transformation, e.g., the collocation a controversial question may have its
equivalent in Ukrainian — ‘cnipne nutanns’, but the collocation the most
controversial Prime Minister cannot be translated as ‘camuii cripHuit
peM’€p-MIHICTp .

Britain will tomorrow be welcoming on an official visit one of the
most controversial and youngest Prime Minister in Europe. — 3aempa 00
Anenii npubysae 3 o@iyiuHum 8i3umom O0OUH 3 HAUMOIOOWUX NpeM Ep-
Minicmpie €8ponu, AKUU BUKIUKAE HAUCYNEPeUTUBTULL OYMKU.

Sweden's neutral faith ought not to be in doubt. — Bipuicme Illseyii
Heltimpanimenty He Nioas12a€e CYMHIBY.

A relatively free valency in the English language accounts for the
free use of the so-called transferred epithet in which logical and syntactic
modifications do not coincide. E.g., I sat down to a very meditative
breakfast. — Ilopunyswu 6 po3oymu, s nouas chioamu. Logically the
adjective meditative refers to the subject of the sentence whereas
syntactically it is attached to the prepositional object. This unusual
attachment converts it into a transferred epithet. The collocation
3aoymausuti cHioanoxk is hardly possible in Ukrainian.
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Supplementary Material for Self-study

Text 1
The Problem of Definition of Phraseological Unit
in Ukrainian Phraseology

From the beginning of the 20™ century, various linguists have studied
and investigated phraseological units and their properties. There is a
certain divergence of opinion as to the essential features of phraseological
units as distinguished from other word-groups and the nature of phrases
that can be properly termed “phraseological units”; so there are different
definitions of the term “phraseological unit”. The first researchers
indicated only the motivation and the structural properties.

Academician V. Vinogradov (1894-1969) defined phraseological
units as expressions where the meaning of one element is dependent on the
other, irrespective of the structure and properties of the unit (Bunorpamon
1977).

Professor A. Smirnitsky (1903-1954) regarded them as set
expressions which do not possess expressiveness or emotional colouring
(Cmupnuikuit 1998).

The opposite approach was expressed by Professor I. Arnold
(1908-2010) who considered phraseologisms as imaginative, expressive,
and emotional units of the language (Apnonba 1986).

Professor N. Amosova (1911-1966) calls such expressions “fixed
context units”, i.e. units in which it is impossible to substitute any of the
components without changing the meaning not only of the whole unit, but
also of the elements that remain intact (AmocoBa 1963).

This idea was supported by Professor O. Kunin (1909-1996), who
also claimed that phraseological units are stable word-groups with partially
or fully transferred meanings (Kynuun 1970), e.g., to kick the bucket, Greek
gift, drink till all's blue, drunk as a fiddler (drunk as a lord, as a boiled
owl), as mad as a hatter (as a march hare).

In Ukrainian linguistics, O. Potebnya (1835-1891), an outstanding
Ukrainian linguist and the founder of Ukrainian phraseology, considered
all set combinations of words that differed from other phrases in their
specific content to be the object of phraseology (ITote6nsa 1930).

According to M. Zhovtotbryuh (1905-1995), phraseological units are
stable word combinations that “are perceived as a whole, as a single
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statement or speech pattern, indivisible to individual parts without losing
its meaning” (JKoBtooprox 1972 : 71-72).

H. Udovychenko (1917-2003) considers phraseological units as
semantically linked and structurally enclosed to minimal syntactic units
with a nominative function in a communicative system of language whose
semantic structure is not motivated by the lexical meanings of their
constant components (Y goBuuenko 1998). In both oral and written speech,
unlike syntactically free phrases, phraseologisms are not constructed in the
process of a person’s speech activity but are rather restored as semantic
units (Yxdenko & Yxkuenko 1998 : 3).

L. Skrypnyk (1921-2004) defines phraseological wunits as a
semantically bound set of words that are not produced at the moment of
conversation but are reproduced as rigid lexico-grammatical units with a
firm semantic background (Ckpumauk 1973 :165). In addition, the
researcher specifies that the phraseological unit is usually referred to as the
lexical-grammatical unity of two or more distinctly decorated components,
grammatically organized by the model of a phrase or a sentence, which,
having integral meaning, is reproduced in the language traditionally,
automatically (ibid. : 7; 11).

Another Ukrainian researcher L. Avksentiev (1937-1998) notes that
the phraseological unit begins where the semantic independence of its
constituent parts ends, that is, it is a stable phrase or expression that is
perceived as a whole, as a single expression, as a linguistic conversion,
indivisible to separate parts without the loss of meaning. The totality of
such units in the language comprises its phraseological system
(ABkceHTheB 1988 : 112).

According to N. Shkuratyana and S. Shevchuk, phraseological unit
(phraseology) is a lexical and grammatical unity of two or more separately
designed components grammatically organized by model phrase or
sentence that, having integral meanings, are reproduced in speech
automatically, e.g., 3emni nio Hocamu ue uymu, opamu Ouka 3a poau
(IIkypatsina & lepuyk 2007 : 252).

V. Uzhchenko  (1935-2010) and  D. Uzhchenko  consider
phraseologism (phraseological unit, phraseological phrase, phraseological
statement, stable expression, 1diom, etc.) as a reproducible word
combination, integral in meaning, consistent in composition and structure
(YVxuenko & Yxkuenko 1998 : 7).

Yu. Pradid (born 1956) defines phraseological units as stable
expressions of the language, endowed with an integral, sometimes partially
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integral meaning, entering into semantic and grammatical connections
with other linguistic units, which have a constant component composition
traditionally reproduced in speech (ITpazizg 1997 : 5).

Encyclopedia of the Ukrainian Language (Ykpaincbka moBa 2007)
gives the most appropriate definition of the phraseological unit, namely:
“phraseologism, phraseological unit, phraseological phrase is a distinctly
formed, but semantically integral and syntactically indivisible sign of
language, which by its origin and functioning is preconditioned by phrase-
creative interaction of units belonging to lexical, morphological and
syntactic levels” (Ykpainceka moBa 2007 : 801).
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Text 2
The Study of Idioms in British and American Linguistics

The term “idiom” emerged in European languages in 16™ century.
According to the Oxford Dictionary (OD, URL), the first use of the lexeme
“1diom” in the English language goes back to 1575.

The Encarta World English Dictionary (EWED) lists the following
meanings of the lexeme “idiom™: 1. a fixed, distinctive, and often colorful
expression whose meaning cannot be understood from the combined
meanings of its individual words, e.g., fo have sb in stitches; 2. the way of
using a particular language that comes naturally to its native speakers and
involves both knowledge of its grammar and familiarity with its usage;
3.the style of expression of a specific individual or group; 4.the
characteristic style of an artist or artistic group (EWED 1999 : 935).

Some linguistic dictionaries offer more detailed definitions. Two
instances are “The Routledge Dictionary of Language and Linguistics”
(RDLL) edited by Hadumod Bussmann in 1999 and “An Encyclopedic
Dictionary of Language and Languages” written by David Crystal (1993).

The Routledge Dictionary of Language and Linguistics (RDLL)
defines the term “idiom” as follows: idiom (also colloquial expression,
colloquialism, idiomatic expression, set phrase) — a set, multi-elemental
group of words, or lexical entity with the following characteristics: (a) the
complete meaning cannot be derived from the meaning of the individual
elements, e.g., to have a crush on someone ‘to be in love with someone’;
(b) the substitution of single elements does not provide a systematic
change of meaning (which is not true of non-idiomatic syntagms); (c) a
literal reading results in a homophonic non-idiomatic variant, to which
conditions (a) and (b) no longer apply. Frequently, there is a diachronic
connection between the literal reading and the idiomatic reading
(idiomatization). In such cases, the treatment of the idiom as a non-
analyzable lexical entity is insufficient. Depending upon the theoretical
preconception, sayings, figures of speech, nominal constructions, and twin
formulas are all subsumed under idioms. (RDLL 1999 : 216).

In “An Encyclopedic Dictionary of Language and Languages”,
David Crystal (born 1941), a British linguist from University College,
London, defines the term under study as follows: “idiom — a sequence of
words which i1s semantically and often syntactically restricted, so that it
functions as a single unit. The meanings of the individual words cannot be

combined to produce the meaning of the idiomatic expression as a whole”
(Crystal 1993 : 180-181).
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Jiirg Strassler determines and studies idioms as a functional element
of language. He uses the following working definition of idiom in his book
entitled “Idioms in English: A Pragmatic Analysis” (1982): “An idiom is a
concatenation of more than one lexeme whose meaning is not derived
from the meanings of its constituents and which does not consist of a verb
plus an adverbial particle or preposition. The concatenation as such then
constitutes a lexeme in its own right and should be entered as such in the
lexicon” (Strassler 1982 : 79).

Thus, Jiirg Strassler draws the conclusion that “idioms really do not
occur as often as people tend to believe” (ibid. : 83). He explains it by the
fact that if idioms are just a category of lexemes, thus, there is no reason
why idioms should be used more often than any other category of lexemes
(ibid. : 84). He notes that all idioms have an idiomatic as well as a literal
meaning (e.g., kick the bucket can be interpreted idiomatically as ‘die’ and
literally as ‘hit the pail with one’s foot’), and that this is the reason for the
fact that separately taken idioms — i.e. idioms with no context — are highly
dubious (ibid. : 85).

McGee M. Wood in her book “A Definition of Idiom” (1996)
provides the following definition of the idiom: “a complex expression
which is wholly non-compositional in meaning and wholly non-productive
in form” (Wood 1996 :2). The scholar points out that semantic
compositionality is a continuum varying between the utterly
incomprehensible and the fully predictable, with idioms at the very end of
the continuum (zero compositionality) (ibid.: 15).  Variability
(“productivity of form”) is similarly a continuum which ranges from
expressions which allow no variation to those with freely variable
components. McGee M. Wood condenses her points of view on various
questions and the characteristics which she offers for English idioms to the
following seven points (ibid. : 95):

e True idioms are wholly non-compositional, or incomprehensible, in
meaning.

e Vagueness is a common but not a necessary characteristic of
idiomaticity.

e Genuine 1dioms can be opaque in structure.

e Genuine idioms are wholly non-productive in form.

Karen Gléser (born 1935), Full Professor of linguistics at University
of Leipzig, Germany, considers a phraseological unit to be a lexicalized,
reproducible bilexemic or polylexemic word-group, which has relative
syntactic and semantic stability, may be idiomatized, may carry
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connotations, and may have an emphatic or intensifying function in a text
(Glaser 1998).

According to Stefan Th. Gries (born 1970), Professor of linguistics in
the Department of Linguistics at the University of California, Santa
Barbara, “a phraseologism” is the co-occurrence of a form of a lexical item
and one or more additional linguistic elements of various kinds which
functions as one semantic unit in a clause or sentence and whose frequency
of co-occurrence is larger than expected on the basis of chance (Gries
2008). While this definition 1s maximally explicit, it follows that the range
of phenomena regarded as phraseologisms is very large.

Much later Chitra Fernando (1935-1998), a female writer and critic
from Sri Lanka, Assistant Lecturer in the Literature department at
University of Sydney in Australia, provided the most frequently mentioned
properties of phraseological units which scholars use in their works.

These properties are (Fernando 1996):

e compositeness (phraseological units are commonly accepted as phrases
and not as single words);

¢ institutionalism (phraseological units are conventionalized expressions);

e semantic opacity (the meaning of the phraseological units is not
understood literally).

American linguists from Stanford University, Berkeley, such as
Geoffrey Nunberg (born 1945), Thomas Wasow (born 1948) and Ivan Sag
(1949-2013) in their work entitled “Idioms” (1994), consider some of the
issues associated with defining the phenomenon of idiom. They state that
the term “idiom” 1s used to designate a fuzzy category defined, on the one
hand, by demonstration of prototypical examples like English kick the
bucket and, on the other, — by implicit opposition to related categories like
formulae, fixed phrases, collocations, clichés, sayings, proverbs, and
allusions (Nunberg et all 1994 :492). They offer a different list of
properties, typical of idioms including the following (ibid. : 492—-493):

¢ inflexibility (idioms are typically used only in a limited number of
syntactic patterns or constructions);

e figuration (idioms typically include tropes such as metaphor,
metonymy, or hyperbole);

e proverbiality (situations designated by idioms are typically frequent
and of particular social interest, and denote concrete things and
relations);

e informality (idioms are normally associated with informal or
colloquial speech registers);
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o affect (idioms typically describe situations towards which a certain
evaluation or affective mode is applied, rather than situations that are
treated neutrally).

If we compare the two given lists of the phraseological units’
properties, we could see that properties in both of them are the same. The
semantic opacity, presented in the first list (suggested by Chitra Fernando)
matches with Geoffrey Nunberg, Thomas Wasow and Ivan Sag’s term
“figuration”, and the term “institutionalism” has a similar meaning as
“inflexibility” presented in the second list.

Uriel Weinreich (1926-1967), a Polish-American linguist, expresses
his view that an idiom is a complex phrase, the meaning of which cannot
be derived from the meanings of its elements (Weinreich 1963). He
developed a more truthful supposition, claiming that an idiom is a subset
of a phraseological unit.

American linguists Ray Jackendoff (born 1945), Professor of
philosophy at Tufts University, Massachusetts, and Charles Fillmore
(1929-2014), Professor of Linguistics at the University of California,
Berkeley, offered a fairly broad definition of the idiom, which, in
Fillmore’s words, reads as follows: ‘“...an idiomatic expression or
construction 1s something a language user could fail to know while
knowing everything else in the language” (Jackendoff 1983 : 145).

Wallace L. Chafe (1927-2019), Professor of Linguistics at the
University of California, Berkeley, also lists four features of idioms that
make them anomalies in the traditional language unit paradigm (Chafe
1970 : 73):

e non-compositionality;

e transformational defectiveness;

e ungrammaticality;

e frequency asymmetry.

Idioms, as most Western scholars call them, represent the most
colourful and expressive part of the English language vocabulary. As
Collins COBUILD Dictionary of Phrasal Verbs marks, idioms are one of
the most interesting and difficult parts of the English vocabulary. They are
interesting because they are colourful and lively and because they are
linguistic curiosities. At the same time, they are difficult because they have
unpredictable meanings or collocations and grammar, and often have
special connotations. Idioms are frequently neglected in general
dictionaries and in classroom teaching, because they are considered
marginal items which are quaint but not significant (COBUILD, URL).
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Yet, research into idioms shows that they have important roles in spoken
language and in writing, in particular, in conveying evaluations and in
developing or maintaining interactions.
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Theme 7
Systemic Relations in English and Ukrainian Phraseology

7.1 Typology of English and Ukrainian Phraseological Units

In linguistic literature, there is a great number of classifications of
phraseological units depending on what feature of a phraseological unit is
taken as the basic criterion of differentiation (see Supplementary Material
for Self-study, text 1). The majority of linguists classify phraseological
units either on the basis of semantic motivation or on the basis of structure
(transformation possibilities).

Different classifications of phraseological units are based on different
approaches: semantic (V. Vinogradov) stresses the importance of
idiomaticity, functional (O. Smirnitsky) — the functions the
phraseological units fulfill in speech, contextual (N. Amosova) —
stability of context combined with idiomalicity, structural and
semantic (O.Kunin) — the combination of functional, semantic, and
structural features of phraseological units.

The lexico-semantic classification was first introduced by Ch. Bally
(1905) and later developed by V. Vinogradov (Bunorpanos 1977).

Vinogradov's classification is considered to be the oldest and the
most popular. It is based on the degree of motivation, i.e. the
relationship existing between the meaning of the whole and the meaning of
its components. The degree of motivation depends on the degree of
idiomaticity that the phraseological unit carries. Accordingly,
V. Vinogradov distinguishes 3 groups (figure 7.1):

e phraseological fusions (‘dpa3zeonoriuni 3pomieHHs’),
e phraseological unities (‘dpazeosioriuni eauocti’), and
e phraseological collocations (‘¢ppazeosoriaai Croay4eHHs’).

V. Vinogradov’s Classification
(semantic approach)

PHRASEOLOGICAL PHRASEOLOGICAL PHRASEOLOGICAL
FUSIONS UNITIES COLLOCATIONS
(to spill the beans) (a lame duck) (bad /awful mistake)

Figure 7.1. Semantic Classification of Phraseological Units
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Phraseological fusions ‘dpazeonoriuni 3pomenHs’ are units whose
meaning cannot be deduced from the meanings of their component parts.
The meaning of phraseological fusions is unmotivated at the present stage
of language development, e.g., as mad as a hatter ‘utterly mad’, white
elephant ‘an expensive but useless thing’, pozsooumu anmumonii ‘Bectn
MOPOKH1, HyAHI PO3MOBU’, 8pizamu dyba ‘omepTu’, etc.

Phraseological fusions are stable, indissoluble word-combinations
having integrated non-motivated meaning. Phraseological fusions are
completely non-motivated word-groups in which the meanings of the
components have no connection with meaning of the whole group, because
the transference of meaning depends on mental and cultural peculiarities of
a given speech community. These peculiarities include traditions, habits,
world outlook, prejudices, etc. peculiar to a particular speech community.
They form the so called, “cultural connotations™ in the semantic structure
of phraseological fusions. For instance, fo show the white feather ‘to
betray one’s cowardice’ (the cultural connotation in this idiom refers to
cock fighting — a white feather in a cock’s plumage denoted a bad fighter);
oamu 2apoysza ‘to reject a suitor’ (Ukrainian girls gave their suitors a
pumpkin that symbolized their refusal to marry them and was considered
very humiliating).

Phraseological fusions are specific for every language and do not
allow word-for-word translation into other languages. Compare the
following English and Ukrainian phraseological fusions having the same
meanings: to kick the bucket — epizamu 0yba; to be born with a silver
spoon in one’s mouth — pooumucs y copouyi, etc.

Idiomaticity is combined with complete stability of lexical
components and grammatical structure of the fusion, e.g., heavy father
‘cepiio3Ha yacTUHA Tecu’, red tape ‘Owopokpatisa’, all ales and skittles
‘0e3TypOOTHE KUTTA , a battle of the books ‘Buennii qucnyt’, etc.

Phraseological unities ‘dpazeonoriuni ennocti’ are partially non-
motivated as their meanings can usually be deduced through metaphoric
meaning of the whole phraseological unit, e.g., to bend the knee ‘to submit
to a stronger force, to obey submissively’, fo show one’s teeth
‘morpoxxyBatu’, to wash one’s dirty linen in public ‘to discuss or make
public one’s quarrels’, etc. Phraseological unities are, as a rule, marked by
a high degree of stability of lexical components, e.g., machymu namxy,
noxnacmu 3you Ha noauyio, though some slight transformations can take
place, e.g., 3imepmu 6 nopowok — 3imepmu 6 OpiOHUL NOPOULOK.
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Phraseological unity is a word-combination having integrated
motivated meaning, which results from the blending of the meanings of its
components. Its emotional quality is based on the metaphorical image
created by the whole expression, e.g., fo hold one’s tongue ‘npuxkycuTu
S3UKa’, to eat out of someone’s hand ‘TaHIIOBATH 1] YUIOCh AYJKY’, etc.

English phraseological wunities may have Ukrainian literal
equivalents, so they are easily translated.

Among English and Ukrainian phraseological unities, there are the
same international set-phrases, especially those from the Bible and
mythology, e.g., Ariadne’s thread ‘Apuannuna nutka’, curse of Cain
‘mpoksisaTTs Kaina’, etc.

Phraseological collocations ‘dpa3zeosnoriuni cronaydeHHs® are not
only motivated but contain one component used in its direct meaning,
while the other is used metaphorically, e.g., to meet the requirements, to
attain success, etc. In this group of phraseological units, some
substitutions are possible which do not destroy the meaning of the
metaphoric element, e.g., to meet the needs, to meet the demand, to meet
the necessity; to have success, to lose success, etc. These substitutions are
not synonymic and the meaning of the whole changes, while the meaning
of the verb meet and the noun success are kept intact. In Ukrainian, this
type can be represented by the following examples: 6pamu pywrnuxu
‘cBaTaTucs’, bpamu copy ‘iepeMaraTtu’, opamu Ha 2iym ‘Tiay3yBaTu , etc.

Phraseological collocations are motivated but they are made up of
words possessing specific lexical valency which accounts for a certain
degree of stability in such word-groups. In phraseological collocations,
variability of member words is strictly limited, e.g., to bear a grudge
‘Matm 3y0 Ha Koroch’ may be changed into to bear malice but not into to
bear a fancy or to bear a liking. We can name them “standardized
phrases”, e.g., to give help, to win a victory, to make a mistake, etc.

Phraseological collocation is a stable word-combination in which one
of the components (it is called the “central component™) is semantically
conditioned by the other components, and the meaning of the whole unit
can be easily deduced from the meanings of its components.

In other words, the central component of a phraseological collocation
is used in its direct meaning, while the others are used metaphorically.
Compare the following English and Ukrainian phraseological collocations:
to take part / into consideration — bpamu yuacms / 00 yeazu;, point of view —
mouka 30py, etc. They may express:

1) attributive relations, e.g., acute pain, cold reason, black sheep, etc.

2) object relations, e.g., to declare war, to take measures, etc.
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3) subject-predicative relations, e.g., extremes meet, time flies, etc.

4) adverbial relations, e.g., fo freeze hard, to snow heavily, to rain
fast, etc.

We also distinguish phraseological expressions — proverbs, sayings,
and aphoristic familiar quotations, e.g., Birds of a feather flock together.
Still water runs deep. Something is rotten in the state of Denmark
(W. Shakespeare). Fools rush in where angels fear to tread (A. Pope).

Among Ukrainian phraseological expressions, there are also proverbs
(e.g., He 6ce me 3010mo, WO OAUWUMD), sayIngs (€.g., Mipamu Ha ceill
apuwun), and aphoristic familiar quotations (e.g., Bu nrobume na 6pamosi
wkypy, a e oywy! (T. llleBueHko)).

Functional classification of phraseological units was introduced by
O. Smirnitsky (Cmupnunkuit 1957) who considered phraseological unit to
be similar to the word because of the idiomatic relationship between its
parts resulting in its semantic unity and permitting its introduction into
speech as something complete.

O. Smirnitsky distinguished three groups (figure 7.2):

- traditional phrases whose meaning does not correspond to one
notion and can be derived from the meaning of the component parts, e.g.,
clenched firsts, rough sketch, nice distinction, to shrug one’s shoulders;

- phraseological combinations, whose metaphorical motivation is
faded and which are emotionally and stylistically neutral, very often
constituting the only name for the respective notion, e.g., to catch cold, to
fall in love;

- idioms imaginative emotionally and stylistically colored, always
having some neutral synonym, e.g., to take the bull by the horn, to fish in
troubled waters.

O. Smirnitsky’s Classification
(functiongl approach)

TRADITIONAL PHRASEOLOGICAL IDIOMS PROPER
PHRASES COMBINATIONS (a skeleton in the
(to shrug one’s shoulders)  (to fall in love) cupboard)

Figure 7.2. Functional Classification of Phraseological Units

Contextual classification of phraseological units was proposed by
N. Amosova (AmocoBa 1963) who defined phraseological units as units
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of fixed context, i.e. phrases with a specific and stable sequence of
certain lexical components and peculiar semantic relations between them.
Units of fixed context are subdivided into phrasemes and idioms
according to whether or not one of the components of the whole word-
group possesses specialized meanings (figure 7.3).

N. Amosova’s Classification

(contextual approach)
PHRASEME IDIOMS

(the apple of one’s eye, (a mare’s nest, dark horse)
to hope for the best)

Figure 7.3. Contextual Classification of Phraseological Units

Phrasemes are always binary: one component has a phraseologically
bound meaning, the other serves as the determining context, e.g., bosom
friend, small talk, small hours, small change — the second component
(hours) serves as the only clue to this particular meaning of the first
component.

Idioms are distinguished by the idiomacity of the whole word-group
and integral meaning, e.g., red tape ‘bureaucratic methods’, to smell a rat
‘to suspect something wrong’, to kick the bucket ‘to die’, etc.

Structural and semantic classification of phraseological units was
introduced by O.Kunin (Kynun 1996). English phraseological units,
according to the type of meaning, after O. Kunin, may fall into:

* 1dioms;

* semi-idioms;

 phraseomatic units (figure 7.4).

O. Kunin’s Classification

‘M%umland Sfm ntic approach)
IDIOMS SEMI- IDIOMS PHRASEOMATIC UNITS

(to show the white (chain reaction, (to clean one’s teeth,
down one’s arms) to lay down one’s arms) at the best, as a matter of fact)

Figure 7.4. Structural and Semantic Classification
of Phraseological Units
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Idioms are phraseological units with a completely transferred
(e.g., bone of contention ‘reason for quarrels or fights’, in your birthday
suit ‘naked’, etc.) or partially transferred (e.g., as sly as a fox, as
busy as a bee, as brave as a lion, etc.) meaning.

Semi-idioms are phraseological units with two phraseo-semantic
meanings: terminological and transferred, e.g., chain reaction, to lay down
the arms, to draw the curtain, etc.)

Phraseomatic units are not transferred at all. Their meanings are
literal, e.g., in any case, near at hand, etc.

Structurally, such types of phraseological units are distinguished in
English and Ukrainian:

1) sentence idioms, e.g., time and tide, wait for no man, na K03aKy
HeMa 3HAKY;

2) word-group idioms, e.g., Ten Commandments, decsims 3anosioeti;

3) metaphorically generalised proper names (sometimes geogr.
names) as Jack Ketch ‘hangman’, Yaauu ‘miacTymnHa, 3paajivBa JIOIUHA .

In both languages, they can perform such functions as:

- the subject, e.g., Hobson’s choice is an idiom;

- the predicative/predicate, e.g., That was a Hobson's choice for him;

- the object, e.g., He recollected the idiom “Hobson’s choice.”;

- the adverbial modifier, e.g., He will do it by hook or by crook. Kpog 3
Hoca, a 3pooiio ye.

Formal and structural types of phraseological units are:

e nominal phrases, e.g., a bit (piece) of one's mind; hot dog; Tom,
Dick and Harry;, the Trojan horse, the sword of Damocles;
MPOSHCOKULL KiHb, OAMOKII8 Med; CKAdNCeHa coOaKa; KUumaucoKa
epamoma; babure 1imo;, CuHs nan4yoxa; 1ebedura nicus, etc.

e adjectival phrases, e.g., as good as gold, as pretty as a picture,
more dead than alive, xumpuu sk nuc; 3iut K cobaxa; 6aiOUll K
cMepmb;, MI3UHYS He eapmull; K cOOAKU 002pusiu; 20100HUL 5K
608K, €1C.

e verbal phrases, ¢.g., kick two birds with one stone; to have one's
heart in one's mouth; to take the bull by the horns; to burn one’s
fingers; bpamu Ouxa 3a po2u; neKkmu pakie;, 3ycmpidamu XjiiOoM-
CLLII0;, nadamu HA KOJIHA;, 30IUMAMu Kaneuoxa;, KUHYmu pyKasuuKy;
mpemmimu sIKk OCUHOBUL TUCHT, 3A0UPAMU HOCA (= SHYMU KUPNY);

e adverbial phrases, e¢.g., by and again; from head to heals; in a
twinkle of an eye; as quick as a flash; at (long) last; tit for tat; no écix
ycrooax; mym i mam;, cKpizb i 6CroOU;AK cobaka Ha npues s3i, etc.;
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e parenthetical phrases, e.g., by Jeorge! by Jove! my aunt! etc.;
e introductory phrases, e.g., as a matter of fact; after all, etc.;
e phrases with the structure of a sentence:

a) sayings, e€.g., never say die; all one's geese are swans; He cniuiu
noneped b6amvka 6 nexkno; Oauuau oui, Wo KYynysaiu, 608KA HO2U
200yomy, etc.;

b) proverbs, e.g., every cloud has a silver lining; birds of a feather fly
together; 3Halics KiHb 3 KOHeM, 4 Gil I3 80J0M;, BOPOH BOPOH) OKO HE
BUKJIIOE, €tC.

This classification takes into consideration not only the type of
component parts but the functioning of the whole, thus, footh and nail is
not a nominal but an adverbial, because it serves to modify a verb (e.g.,
fight tooth and nail).

Within each of these classes, a further subdivision is as follows
(boiiko 2015):

a) set expressions functioning like nouns:

N + N: maiden name; family jewels — ‘shameful secrets of the CIA’
(Am. slang);

Ns' N: ladies' man ‘one who makes special effort to charm or please
women’;

N+prp+ N: the arm of the law; skeleton in the cupboard,

N+A: knight errant (the phrase is today applied to any chivalrous
man ready to help and protect oppressed and helpless people);

N+and+N: lord and master ‘husband’; all the world and his wife ‘a
more complicated form’; rank and file ‘the ordinary working members of
an organization’;

A+N: green room ‘the general reception room of a theatre’; high tea
‘an evening meal’; forty winks ‘a short nap’;

N+subordinate clause: ships that pass in the night ‘chance
acquaintances’;

b) set expressions functioning like verbs:

V+N: take advantage;

V+and+V: pick and choose;

V+(one's)+N+(prp): snap one's fingers at,

V+one+N: give one the bird ‘to fire smb’;

V+subordinate clause: see how the land lies ‘to discover the state of
affairs’;

c) set expressions functioning like adjectives:

A+and+A: high and mighty;
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(as)+A+as+N: as old as the hills, as mad as a hatter;

d) Set expressions functioning like adverbs:

N+N: tooth and nail,

prp+N: by heart, of course;

adv+prp+N: once in a blue moon,;

prp+N+or+N: by hook or by crook;

conj+clause: before one can say Jack Robinson;

e) Set expressions functioning like prepositions:

prp+N+prp: in consequence of;

f) set expressions functioning like interjections:

These are often structured as imperative sentences: Bless (one's)
soul! God bless me! Hang it (all)!

7.2 Paradigmatic Semantic Relations in Phraseology

In Phraseology, we generally distinguish syntagmatic and
paradigmatic semantic relations of phraseological units.

Syntagmatic semantic relations of phraseological units are
conditioned by the context and are usually observed in utterances (see
Supplementary Material for Self-study, text 2).

Paradigmatic semantic relations of phraseological units cannot be
directly observed in utterances. Common in English and Ukrainian are
paradigmatic classes of idioms:

e polysemy and homonymy of phraseological units;
e synonyms in Phraseology;
e antonyms in Phraseology.

Phraseological Polysemy and Homonymy

The problem of polysemy is mainly the problem of interrelation and
interdependence of the various meanings of the same phraseological units.
The context makes the necessary meaning clear narrowing down all the
other possible meanings of the phrase and no ambiguity arises.

The polysemy of idioms is not as developed as that of words.
Phraseological polysemy 1is wusually the result of metaphorical
reinterpretation of the meaning of a phrase. Consider the following
examples of polysemantic idioms.

To be on the go

1) be at work, be on the move (to be always on the go, not to be

dull);
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2) be going to leave (the guest was on the go for half an hour though
the host began to show signs of impatience);

3) be in a hurry(he is always on the go);

4) be in one‘s cups (the wine made him a little bit on the go).
To hold (keep) up one’s end

1) to make both ends meet;

2) to stand one’s ground, not give in, not lose courage, not disgrace
oneself.
Po3zszasumu poma

1) roBoputH, Kazatu I10-HEOynb (Poma sk cni0 6iH He 6chie
pO33468Umu, 3apas 20mose yce.);

2) yaxxHo cuyxatu (V xami cnyxanu, poszasuswiu pomu,
HaMa2anyucsy He NPONYCMUmMu H#0OHO20 Cl08a.);

3) Oytu gyke BpaxkeHUM uuMoch (I'JTyxi Aigu poTH MOPO33SIBIISIH,
00 111€ HIKOJIM HE 0a4MIIu TaKKuM 30YPKEHUM CBOro 3apyoy.);

4) 0ytu HeyBaxHUM (Hy, eonu bukis, uoeco poma po33a6us?);

5) mocaratu Ha m1O0-HEOYAL (Ha uyoice 0o0bpo we 3manxy poma

DO3358JIAE.);
6) peatucs — mnpo B3yTT (Ocv 1 uyobomu 6 MeHe pomu

NOPO3356AANU.).
To come round
1) to come by an indirect route;
2) to pay an informal visit;
3) to occur again;
4) to change views;
5) to regain consciousness.
Hi orcusuut, ni mepmeuu
1) ny>xe HaNsIKaHU;
2) CXBUJILOBAHUM;
3) 3acMyueHMUII;
4) myxe ociaabiaeHui Pi3UIHO.

Phraseological Homonymy

Homonymy is not as developed among idioms as it is among words.
Phraseological homonyms are much fewer in number than Ilexical
homonyms. This phenomenon has not been studied thoroughly yet, e.g.:

to break down ‘to stop hurrying’ — to break down ‘to fall apart, to
stop operating, to lose control of one’s emotions’;
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nycmumu nieHs ‘TMIANAIATA — Aycmumu nieHs ‘3ipBaTUCA Ha
BHUCOKIN HOTI .

In many cases, it is difficult to distinguish between phraseological
polysemy and homonymy.

Synonyms in Phraseology

Phraseological synonyms are idioms belonging to the same
grammatical class and having coinciding denotative meanings. The
coincidence of meanings is provided by the meanings of whole phrases or
by the meanings of their particular components, e.g., fo cast lots — to throw
lots; mouumu nscu — nionyckamu jasacu; a pretty kettle of fish — a nice pair
of shoes; in the twinkling of an eye — like winkling; over head and ears —
up to the neck; be in two minds — be in twenty minds; to be in one's cups —
to be dead drunk; to little purpose — to no purpose; in a great measure — in
a measure, (as) clear as day (daylight) — (as) plain as a pikestaff (as the
nose on your face) “scHo, sk 00kuit 1eHp’’; (as) crazy as a fox — (as) mad
as a March hare (as a hatter) “3'ixatu 3 ray3ay’, etc.

Stylistic phraseological synonyms mean one and the same idea, but
they are different in stylistic colouring. E.g.: “Bmupatu”: go the way of all
flesh, to breathe one's last (bookish) — go to one’s last home, to pass away,
to quit the scene (euphemism) — go up the flume, to kick the bucket (Am.
slang) — to hop over the perch — to turn up one's toes (sl. vulg.).

Antonyms in Phraseology

Phraseological antonyms are idioms having opposite denotative
meanings and belonging to the same grammatical category, e.g., keep
one’s mouth shut “TpuMaTtH S3UK 3a 3y0aMM, MOMOBKYBaTH / keep one’s
trap shut (jargon) “3aMOBKHYTH — fo shoot off one’s mouth (familiar coll.)
“repeBeHUTH” / to shoot off one’s trap (vulgar) “0azikaTu’.

Phraseological antonyms are of two main types:

- they may either differ in a single component, e.g., to do one's best —
to do one's worst; up to date — out of date, to play one’s cards well — to
play one’s cards badly; etc.);

- they may have different sets of components while expressing the
oppositeness of meanings, e.g., to draw the first breath — to breathe one's
last; to talk nineteen to the dozen — to keep mum; to put / set sth. on foot —
to put an end / a period to sth., etc.).

Phraseological antonyms wusually have different grammatical
structure, €.g., Kypu He KIH0mb — K Kim HANIAKde.
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Stylistic aspects of antonyms also merit consideration. Phraseological
antonyms may belong to one functional style, e.g., with a heavy heart
(literary) ‘3 TsokkuM cepueM’ — with a light heart (literary) ‘3 nerkum
cepuieMm’. Phraseological antonyms may belong to different functional
styles, e.g., lose heart (literary) ‘manatu nyxom’ — keep one’s chin / pecker
up (familiar coll.) ‘He magatu nyxom’.

7.3 National Peculiarity and Sources of Phraseological Units in
English and Ukrainian

Phraseology is considered to be one of the sources that enlarges and
enriches vocabulary. It is the most colourful part of vocabulary system, and
it represents the peculiar vision of the world by this speaking community. It
reflects the history of the nation, the customs and traditions of the people
speaking the language. If synonyms may be figuratively referred to as the
tints and colours of the vocabulary, then phraseology is a kind of picture
gallery, in which are collected bright and amusing sketches of the nation’s
customs, traditions, recollections of its past history, folk songs, fairy tales,
quotations from the great poets, crude slang witticisms, etc.

Phraseology is not only the most colourful, but probably the most
democratic area of vocabulary and it drowse its resources mostly from the
very depths of popular speech. Thus, together with synonymy and
antonyms, phraseology represents expressive sources of vocabulary.

One more peculiarity of phraseological units is due to the difference
in thinking and cognition of human beings. Every nation has its
own way of creating images. In most cases, phraseological units in
different languages, having the same meaning, are different in inner form
and images. Compare, the phraseological units with the meaning “y
korochk B mokopi” in English — under smb’s thumb, in Russian — noo
kaonykom, in Ukrainian — nio uepesuxom. Or, e.g., the “similarity” as a
Ukrainian, a Russian, a Frenchman and a Bulgarian see it, may be
expressed as 0d6i kpanni 6oou, a German and a Check — as two eggs, and an
Englishman — as two peas. Other examples:

as bright as a button — 6GMUIINATE, K HOBA KOMINKA;

hard as nails — HeUyTIUBHM, SIK KAMiHb;

sober as a judge — TBepe3uil, sIK CKEJbIIE;

as black as a crow / raven — 4opHUii, SIK cMOJIa, caxa;

cross as a bear — 3nuii, 9k cobaka;

as soft as butter — M’ IKUH, sIK IyX / BICK / IIIOBK;
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as deaf as a stone — TIIyxuii, MOB II€Hb;

as wet as a drowned rat — MOKPUH, SIK ILIFOIIL;

as old as hills — ctapuii, siK CBIT.

The national peculiarity of phraseological units is revealed on all
the linguistic levels: phonological, grammatical, and lexical.

On the phonological level, a phraseological unit is peculiar
because the very combination of sounds, it consists of, is characteristic for
the phonological system of this or that language.

On the lexical level, the national peculiarity of a phraseological
unit lies in the fact that it often consists of the words that denote
specifically national notions that are determined by the extralingual reality:
customs, traditions, legends, and historic facts of the nation, e.g., the bard
of Avon, Fleet Street, konynamu niu (Mia 4Yac cBaTaHHA), 3ycmpiuamu
Xnibom-cinno, naoamu Ha KOJNIHA, 30iUMamu  Kaneuwoxa, KUuHymu
PYKasuuky; He Kapxaiu [SK BOpOHA]; 3acyb dopocy nepebic (Ha HEIIACTs);
808K abo 6eOMiob dopocy nepebie (Ha macts), etc.

According to the degree of the national peculiarity, all
phraseological units are divided into three groups.

l)International phraseological units, which are based on
universal images, e.g., to cross the Rubicon ‘nepeiitu PyOikon’, the heel of
Achilles ‘axinnecoBa m'sita’, the Trojan horse ‘TpOSHCHLKUUN KiHB', the tree
of knowledge ‘nepeBo / npeBo mi3HAHHA , thirty pieces of silver ‘TpuaLsThH
cpioHsakiB’, Pandora's box ‘ckpuns Ilangopw’, Herculian pillars
‘I'epkynecoBi ctoBnu’ — Mexa, Gordian knot ‘T'opaiiB By3on’, between
Scylla and Charybdis ‘mix nBox BorHiB’; I came, I saw, I conquered
‘mpuiiiioB, mnobauuB, mepeMir’, wise Solomon ‘myapuii CojaomoH’,
prodigal son ‘Onynuuii cun’, to be in (the) seventh heaven ‘OyTH Ha
CbOMOMY HeO1’, man does not live by bread alone ‘He Xn1100M €IUHUM
KUBE JIIOJIMHA’, fo turn the other cheek ‘miacTaBUTH APYTY IIOKY ; manna
from above ‘manHa HeOecHA’; a fly in the ointment ‘10Ka ALOI'TIO B 00UIIi
Meny’, the alpha and omega of smth ‘annda Ta omera’, etc.

2) Locally unmarked phraseological units, which are based on
neutral images, not nationally peculiar, e.g., to burn omne’s fingers
‘00meKTHUCE’, to break one’s heart ‘po306utu cepue’, to snake in the grass,
make haste slowly (‘Tuxime inem — gani oyaeur’), to meet the demands
(‘BlATIOBIAATH BUMOTAM); CKA3AMu HPAMO 8 04l HOCA He NOKA3yeami,
nonamu naivyem y Hebo, etc.

3)Locally marked phraseological units with vividly expressed
national and cultural component, e.g., fo catch the Speaker’s eye, to set the
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Thames on fire, to carry coals to Newcastle, something is rotten in the state
of Denmark, to dine with Duke Humphry, to cut off with a shilling and only
in Ukrainian such idioms as nepedamu xymi medy, eniumamu 00IU3HA,
cmasumu Ha Kapb, nekmu pakxie, ymepmu Hoca, Kazana Hacms, sk
yoacmucsi;, Ha 6e31t000i ti Xoma 4o08ik, Kodicer leacw mae csitl 1ac; He emep
Jlanuno, max 6onauka 3adasuna; y ecsakoi Dedopku c8oi 002060pu, etc.

These and the Ilike idiomatic expressions, including several
proverbs and sayings, have usually absolute or near equivalents in
languages of one culturally and geographically common area, e.g., to kiss
the post — noyinysamu 3amox; as pale as paper — 01iouti K cmina; grass
widow — conom'ssna edosa; measure twice, cut once — cim pa3z oOMipsi, a
pa3 oopioic; to know smth. as one knows his ten fingers — 3namu woco, 5K
ceoix n'ams nanvyie; a bird in the hand is worth two in the bush — kpawe
CUHUYSA 8 dCMeHi, Hidic dcypasens ) Hebi, Let sleeping dogs lie — He uinaii
JAUX0, OOKU muxo, etc.

The analysis of the origin of phraseological units may contribute to a
better understanding of meaning of a phraseological unit. According to the
origin, all phraseological units fall into two groups: native and borrowed.

Native phraseological units are derived from native proverbs,
sayings, famous words, legends, traditions, and literary works, e.g.:

to put sb. in the cart ‘to put sb. in a difficult position’ — the allusion
to the old English tradition according to which carts were used to take
criminals to the spot of execution;

king’s Charles’s head ‘a fixed idea, an obsession’ — the expression
from Charles Dickens’ novel “David Copperfield” connected with
Mr. Dick’s passion for Charles the First;

black sheep ‘a person who disgraces his family’ — according to an old
legend a black sheep bears the devil’s seal;

a fool’s paradise ‘illusory happiness’ — from W. Shakespeare’s
“Romeo and Juliet”;

mosxkmu 800y 6 cmyni ‘do unnecessary work, waste time’ — in ancient
times the monks in the monasteries who were somehow guilty were
forbidden to leave the cell and had to pour water in the mortar from
morning till night.

The main sources of native phraseological units are:

1) terminological and professional units of the language, e.g., to cut
the painter ‘to become independent’, to lower one’s colours ‘to give in’; to
stick to one's guns, jump the gun ‘to do something too soon, especially
without thinking carefully about it’; specific weight ‘tutoma Bara’; cut the
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painter ‘00py0aTu kaHat’; lower one's colours ‘ONyCTUTH CBIM mpamop’; to
pull the strings; to go behind the curtains; to come into force; to bring
action; OinuMu HUmMKamu wumuti ‘ro-1axpaucbkyu, HEYECHO, He3rpadHO
3pOo0JICHUN’, 0e MOHKO, mam i peemvcs ‘Ta 4acTHMHA 4YOTr0-HEOynb, sKa
3HaXOJUThCS B IOraHOMY, HEHAJAro/KEHOMY CTaHI — B KIHIEBOMY
MIJICYMKY CTa€ MPUYMHOIO BEJIUKOI ITpodsiemu’, etc.;

2) literature, e.g., from W. Shakespeare: the green-eyed monster
‘jealousy’ (“Othello™), To be or not to be... (“Hamlet”), Coward dies many
times before his death (“Julius Caesar™), All the world’s a stage (“As you
Like it”), a fool’s paradise (“Romeo and Juliet”). Besides Shakespeare, a
lot of other writers and poets enriched English phraseology. Among them
are Charles Dickens, Alexander Pope, Jonathan Swift, Walter Scott, e.g.,
How goes the enemy? (What time is it now?), all in the day’s work (it is
nothing special), rain cats and dogs (to rain very heavily), fo fight against
windmills (to do useless work); catch someone red-handed (to discover
smb doing smth illegal). Cf. na kpunax nicenv ‘NTUHYTH KyIHCH
noetuyHoro mpiero’ (JI. Ykpainka), ceobooa spybana ma nHi ‘BTpayeHa
cBobona’ (JI. Kocrenko), etc.;

3) traditions and customs, e.g., baker’s dozen ‘a group of thirteen’ —
in the past, British merchants of bread received from bakers 13 loaves of
bread instead of 12; the 13™ loaf was merchant’s profit; nakpumu moxpum
paonom ‘TMATH, 3aXONMUTH 3HEHAlbka’ — B JaBHUHY 3JIOM1s, SKOTO
3acTaBajy Ha rapsdyoMy, HaMarajiucs HaKpUTH MOKPHUM pPSIHOM; came
MOKpHM, 00 BOHO MPHIJIMIIAE JI0 TiJa, 3-TiJ HbOTO BaXKKO BHOOpcaTHCS 1
BTEKTH, €tC.;

4) legends and superstitions, e.g., a black sheep ‘a less successful or
more immoral person in a family or in a group’ — people believed that a
black sheep was marked by the devil, minyn mo6i na sa3ux — 1ue
nobaxkaHHsd OyJ0 JyKe CEpHO3HHMM, OCKUIBKM HOCIH TIlyHa CTaBaB
MOBYa3HMM BHKOHABIIEM BOJII 3HaXapsl 1 HE MIT BIJTIOBiaTH Ha 3J10, etc.;

5) historical facts and events, personalities, e.g., fo do a Thatcher ‘to
stay in power as prime minister for three consecutive terms’, to carry coals
to Newcastle ‘to take something to a place where there is plenty of it
available’ — Newcastle is known as a city in Northern England where a lot
of coal was produced; 3aszame sk namcvke wewns ‘caMoMy HIUOTO HE
poouTH’; mamu micm pycokux — TaK y KHDKUX JIiTOUcax HazuBaiau Kuis,
Ak OyB HAWJIABHINIAM MICTOM, KYJIbTYPHO-TIOJITHYHUM 1 PEITIHHUM
uentpom Kuiscbkoi Pyci, etc.;
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6) phenomena and facts of everyday life concerning different spheres
such as sport, environment, food, etc., e.g., to get a head start ‘start before
all others’ — from horse racing (sport); fo eat one’s words ‘to admit that
something you said was wrong’; mpiwums no 6cix weax ‘OyTH A
3arpo3010 Kpaxy’; Hi Koaa Hi 060pa ‘HIYOTO HE MaTH , etc.

Borrowed idiomatic expressions of English and Ukrainian came
form different sources, the main of them are as follows:

1) the Bible (the Holly Script), e.g., the kiss of Judas ‘any display of
affection whose purpose is to conceal any act of treachery’; sasunroncoxe
CMOBNOMBOPIHHS ‘Oe3nanms, METYIIIHS, BIJICYTHICTb €IUHOT
MIAMOPAIKOBAHOCTI’, MaHHa HebecHa ‘AOTIOMOTAa HAINPUPOIHUX CHIT ;
many of them have similar syntactic and semantic structure; Cf. fo cast
pearls before swine — meratu 0icep Tepen CBUHSAMH, the olive branch —
OJINBKOBA T1JIKa, a wolf in sheep’s clothing — BOBK y oBeuld IKipi, a black
sheep — napuuBa BiBIS, a fly in the ointment, the root of all evil, etc.;

2) mythology — ancient legends and myths belonging to different
religious or cultural traditions, e.g., Achilles’ heel ‘a week part of
something, especially of someone’s character, which is easy for other
people to attack’ (= “AximnecoBa m’ara’); the apple of discord ‘something
attractive that causes envy’ (= “sg06myko po3opary”); the Gordian knot ‘an
exceedingly complicated problem (= “I'opaiiB By3on”); the lion’s share
‘the best or largest part’ (= “nmeBoBa wactka”); rest on the laurels ‘to be so
satisfied with your achievements that you make no effort to improve’
(= “countH Ha JaBpax’); 3010me pyHO ‘0araTCTBO, SIKUM XOUYYTh
OBOJIOJIITH TIONPH TMEPEIIKOIAN; OMpIisHA MeETa’, OJNIMAIUCLKUL CHOKIl
‘0€3MOBHICTh, BUTPUMKA, HE3BOPYIIIHICTE, etc.;

3) facts and events of the world history, e.g., fo meet one’s Waterloo
‘to be faced with, esp. after previous success, a final defeat, a difficulty or
an obstacle one cannot overcome’ (from the defeat of Napoleon at
Waterloo in 1815); ocmanwniti i3 mocikan ‘OCTaHHIA NpPEACTABHUK OYIIb-
AKO1 TPyHH JIOJeH, poay, HaApOJHOCTI’ (€EBPOMEHCHKI KOJOHI3aTOPH, IO
MPUILIMBIM OCBOIOBAaTH HOBUU KOHTUHEHT, BUCEJISIIM MOT1KaH, 1H]/IIaHChKE
meM'st [liBHIUHOT AMepHKH, 3 O0XHWUTOI 3eMJII HA TEPUTOPIl CydaCHUX
mratis Hero-Hopka, ITlencinbpanii, Oraifo Ta iH. i Ti Bean TpuBaIy TSKKY
00poTHOY 13 3arapOHMKaMU), etc.;

4) traditions, for instance, the expression red tape, as a derogatory
name for trivial bureaucratic formalities, originates in the old custom of
Government officials and lawyers tying up their papers with red tape.
Heads or tails comes from the old custom of deciding a dispute or settling
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which of two possible alternatives shall be followed by tossing a coin. The
same examples are found in Ukrainian;

5) variants of the language, e.g., a hole card ‘a secret advantage that
is ready to use when you need it’ (American), etc.;

6) other languages (classical and modern), e.g., the fair sex ‘women’
(from French: “le beau sex” = “npexkpacHa cratv”); let the cat out of the
bag ‘reveal a secret carelessly or by mistake’ (from German: “die Katze
aus dem Sack lassen”), Koaymbose siiye ‘HeO4iKyBaHUN CMITUBHIA BUXI1]
31 CKpyTHM YU KMITJIUBE BUPIIICHHS CKiIaaHoro nuta”Hs’ (from Spanish:
“huevo de Juanelo”); through thick and thin (from German: “durch dick
und dinn”); wui orcueuti Hi mepmeun ‘nyxe Hamskanui® (from Latin);
eonyba kpoe ‘aristocratic descent’ (from French through Russian: ‘the
blood that which flows in the veins of old and aristocratic families’ =
“OnakutHa KpoB”); to lose face (from Chinese: ‘to lose status; to become
less respectable’ = “Brpatutu aBTOpPUTET’); appetite comes with eating
(from French: ‘desire increases as an activity proceeds’ = “ameTut
MPUXOAUTH TI1JT Yac 1ki”).

The translator should be aware of the cultural and social background
of locally marked phraseological units.

Idiom expressions exist in both languages either as:

l)absolute equivalents having all components the same and
absolutely identical or slightly different meaning in some languages of a
historically, culturally and mostly geographically close regions, e.g., the
heel of Achilles, Axinecosa n'ama, etc.;

2)near equivalents, i.e. when having in some (usually different)
languages one or more components missing or different as in other
(contrasted) languages, e.g., to kiss the post — noyinysamu 3amox, etc.;

3)idiomatic analogies — genuine and approximate which have
in English and Ukrainian similar meaning but different componential
structures, e.g., a fly in the ointment, n102cka ovoemio 6 bouyi medy, etc.

Therefore, typologically relevant universal idiomatic expressions
may presumably be found only among the group / class of idiomatic near
equivalents and among the so-called genuine and approximate idiomatic
analogies, which are stable expressions having different componential
parts / images but a similar / analogous lexical meaning.
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