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INTRODUCTION

Relevance of the research. Along with the high-speed development of
digital communication and international interaction and alliances, the need for
accurate and fast translation services has exponentially spiked. This demand is
especially apparent in places where English is not the dominant language, such as
Ukraine where the need for translations of high quality into the Ukrainian language
is extremely important for the realization of various communicative tasks e.g.
commerce, diplomacy, cultural exchange etc. Upgrading the quality of the
automated English-to-Ukrainian translation can be a key factor in making
communication faster and seamless between English and Ukrainian speakers. This
will not only help them to better understand each other but will also pave the way
for cooperation.

The languages used in Ukraine and those of business organizations which
want to sell their products to customers in Ukrainian-speaking markets often
require the services of a translator to adapt their goods, services and marketing
campaigns. It is impossible to do justice to the brand message and make it legally
compliant without precise and gracious translations.

The primary objective of the perfect rendering is to boost market
commercialization effectiveness. In this respect, the lately developed outcomes of
automated translation may contribute greatly to a reduction of the procedures time
and this generally will lower time and resource consumption and promotion
causes. Governmental organizations and embassies need translation services for
interaction with representatives from foreign nations as well as negotiation of
agreements, implementation of policies and reporting information to people from
different cultural settings.

Therefore, the proposed research work focuses on the issue of improving
translation for Ukrainians in various fields. Also, the issue of integrity in the use of
all kinds of automated assistants is relevant, especially at a time when computer

technology is developing at an incredible rate. Many people are concerned about
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the appropriateness of constantly using such translation resources that do all the
work for the student. The question arises of their ability and skills to provide high-
quality human translation against the backdrop of such progress in the
development of automated resources. This determines the relevance of this term
paper.

The aim of the study is to find ways to improve the quality of automated
translation from English into Ukrainian.

The research involves the following tasks:

° to clarify theoretical knowledge about automated translation, its
development and its types;

° to highlight the advantages and disadvantages of automatic
translation;

° to discuss issues regarding the process of automatic translation and
some of its peculiarities.

The object of the research is automated translation as translation using
computer technologies.

The subject of the research is the peculiarities and possible difficulties in the
field of automated translation.

The research material is based on various scientific papers, corporas, user
reviews and human evaluations.

The contribution of the research work for the development of automated
translation from English into Ukrainian languages deals mainly with the nuances of
the English and Ukrainian languages such as linguistic patterns, syntactic
structures and semantic distinction. Through error pattern analysis as well as
highlighting problems unique to some languages, this study helps to enhance the
knowledge of how language interfaces. Uncovering the underlying technologies
and mechanisms of machine translation algorithms by analyzing different machine-
translation architectures and methodologies provides theoretical insights into the
processes that are behind the technology. Developing a set of comprehensive and

pragmatic assessment principles and benchmarks that are customized to English-
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Ukrainian translation allows one to focus on the principles and scales by which a
translator can check translation accuracy and fluent pronunciation of the language.
The direction of the research is machine translation fitting the English-Ukrainian
language pair, based on the sufficient language dataset. Achieving this is possible
through such models of translation optimization and data augmentation. Thus, this
research does this by making the use of automatic translation in formal situations
possible. Better language translation utilization enables people and organizations
who share offline time to make smoother cross-cultural communication with
English-Ukrainian-speaking figures. The results of this study provide the bridge for
the linguistics barriers and lead to intercultural communication and intermural
collaboration, which though enhanced to various domains like business, academia,

diplomacy and media.



CHAPTER ONE.

THEORETICAL FOUNDATIONS OF AUTOMATED
TRANSLATION

1.1 History of automated translation

Automated translation (also computer-assisted translation or CAT) is a
translation of texts using computer technology.Attempts to automate translation
date back to the 17" century, with early efforts involving a mathematical meta-
language. Mechanical translation machines were developed in the 1930 and 1940,
and electronic calculating machines were considered for translation after World
War Il. The first successful demonstration of a machine translation system took
place in 1954 at Georgetown University. However, the ALPAC-Report in 1966 led
to a halt in government funding for machine translation in the USA (Hutchins,
1986).

Today, researchers focus on tools to assist translators, as the goal of fully
automatic high-quality translation is not expected to be achieved soon. The
development of computer hardware and software has made professional translation
reliant on various tools. These tools aid in terminology research, multilingual
editing, terminology management, and translation memory.

Terminology research now relies on the internet, offering access to online
databases and resources. Discussion lists and forums also provide opportunities for
knowledge exchange between translators. Multilingual editing and word
processing systems have evolved to support various languages and country-specific
formats. Terminology management systems allow translators to compile and
manage terminological data from different sources.

Translation memory tools are used to search for and reuse previous
translations, and they are often integrated with terminology management systems.

Some machine translation systems combine traditional approaches with translation



memory technology. Tools for automated translation are necessary for technical
translators who work on repeated projects with specialised subject matter.

Efficient use of these tools may require new workflow organization by
translators, and training is recommended before using them in real translation
projects. The use of the internet has also transformed the process of researching
and managing information retrieval, as well as communication between translators

and customers and project management.

1.2 Main methods of automated translation

As was mentioned, automated translation uses computer technologies for
translations. It is not the same as machine translation (MT) because the whole
translation process is performed by humans and the computer only helps to create
the finished text in less time or with better quality. But at the same time, CAT is
closely interlinked with MT and uses some machine translation engines which will
be discussed further. Also, it is worth mentioning other core components of a CAT
tool which are in use, namely translation memory, termbases where the terms are
stored, dictionaries and DTP (desktop publishing) (Kornacki, 2018).

1.2.1 Rule-based machine translation

Since RBMT was the pioneer of machine translation, it is a comparatively
developed field in this domain. The rules, which represent syntactic knowledge,
and the lexicon, which handles morphological, syntactic and semantic information,
are the two main parts of RBMT systems (Lagarda et al., 2009). Lexicons and rules
are produced by professional linguists and are based on linguistic knowledge. As a
result, it brings a lot of complexities, in money as well.

The principle of operation is as follows: first, there is a morphological
analysis. So different parts of speech, phrases and words are extracted from the
input source sentence by linguistic analysis. There are two processes in the lexical
transfer phase: word translation and grammatical translation. Suffixes are

translated in grammar translation and source language root words are substituted
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with target language roots in word translation with the use of a bilingual
dictionary. Then there is a generation phase where words are under some
modifications and adjustments (concerning gender, number etc.). This guarantees
that the subject™s verbs and objects have the same gender as the subject and that the

number, gender and person of local groupings of phrases correspond.

1.2.2 Statistical machine translation

Statistical machine translation is a type of machine translation based on
comparing parallel corpus of bilingual pairs. The advantage of this method is that
the machine itself learns to translate using examples of these language pairs, which
can be viewed from different angles and provide different contexts.

This method*s basic idea is to utilise statistical models in searching for
similarities between two texts - the original and the target language - that deal with
the same subject. This method works with words, phrases and sentences.

Concerning words, estimating the probability that a word in the source
language will be translated into a word in the target language is the goal of this
method for SMT models (Sreelekha, 2017).

Talking about phrases and sentences, they are broken down into small parts
where each word is analyzed separately and only then certain connections and

correspondences are built.

1.2.3 Neural machine translation

NMT stands for neural machine translation and it is a way of translating
accurately by using an artificial neural network (Wu et al., 2016).

By training a sizable neural network to optimise translation efficiency,
neural machine translation is a novel method of machine translation. Compared to
current phrase-based statistical techniques for translation, where the translation

system is made up of independently optimised components, this is an important



shift. Special relations are used to encode the source sentence and anticipate words
in the target language.

NMT networks feature are not only able to look at a word or a phrase but
also the way they fit in the context of a sentence or a text as a whole. In this way,
they will not forget to regard syntactic and semantic relationships between words
and phrases which is respectively very significant for ensuring a high level of
translation (Wu et al., 2016).

A key challenge in every NMT approach is modelling the structure of words
and their connections to other words in a phrase (Belinkov et al., 2019). The way
information is encoded in words varies throughout languages. Certain languages
use word form to express grammatical connections (such as subject, object,
predicate, or gender agreement), whereas other languages use particle addition or
word order changes to accomplish the same goal. There are a wide variety of word
variations that might occur. As a result, the NMT technology restricts dictionary
size, enabling quicker and more accurate translation. Furthermore, the meaning of
words, or lexical semantics, is better represented by this approach. This suggests a

deeper comprehension of the definitions of specific terms.

1.3 Advantages and disadvantages of automated translation

Our daily lives are becoming more and more automated as a result of robots
and artificial intelligence (Al) taking over jobs that people once performed
(Rodriguez, 2019). In translation as well. It is predictable that in such a situation
there are pros and cons. For some this global automatization is a God bless and for
others, it is a risk of taking people”s freedom and desires. The rise in demand for
translation has been met with solutions by information technology. Text
localization has been made easier by digital technologies like machine translation
(MT), computer-assisted tools (CAT), translation memories and terminological
databases and glossaries, all of which have become commonplace in the translation

industry and have a wide range of usability (Rodriguez, 2019).



One of the main disadvantages and advantages is the rapid growth and
development of online translators. The well-known Google Translate, DeepL and
other automated assistants can do almost all translation work for a human. This
saves a lot of time and effort, but is there any danger in doing so? On the one hand,
it“s perfectly normal to use such resources from time to time. Especially in cases of
translating some official documents, statements, etc. with specific vocabulary that
we may forget or simply not know. However, there should be a clear line, crossing
which will result in total abuse of artificial intelligence. In the case of students, as
potential translators, this makes the situation even more serious. The misuse of
artificial translators, which are somehow related to automation, can lead to a
decrease in the quality of speech and language comprehension, as students may
overly rely on automatic translation without learning the language on their own. In
addition, such translation sometimes lacks emotional colouration and feelings. In
fictional texts, where this plays an important role, it can lead to a poor-quality
translation.

It is also worth noting certain nuances of human language that are not
always reliably translated, such as idioms, phrasal verbs, certain wordplay and
figurative meanings. A literal direct translation is not always able to process this
material correctly and efficiently on its own. Therefore, this proves that human
effort, especially in the development and training of automated machines
mentioned above, is extremely important.

Some words may be transliterated by automated translation programs instead
of being translated. In these situations, selecting synonyms and rearranging the
sentence®’s structure are required. Therefore, it is frequently necessary to modify or
edit the translation. It is a laborious task that requires a significant amount of time
and energy. The employment of CAT tools by certain businesses is viewed as a
danger to the industry, and there is still significant worry about MT as some
believe it will replace human translation work.

Automated translation methods are rule-based machine translation (RBMT),

statistical machine translation (SMT) and neural machine translation (NMT).
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RBMT is based on linguistic rules and dictionaries, while SMT uses parallel
corpora of bilingual pairs to analyze translation. NMTis used to work with artificial
networks to achieve accurate translation as it goes neural (What Is Machine
Translation in Linguistics?, n.d.)

In conclusion, there is no denying that automation benefits translators in the
workplace. For example, it simplifies the translation of texts into finished products
of higher quality while freeing up human labour for similar repetitive tasks.
However, in a market with competition, MT can cut translators™ contribution and

importance.

Conclusions to Chapter One

Automated translation has a rich history. Today, the internet has
revolutionized terminology research, providing access to online databases and
resources. Additionally, multilingual editing systems have evolved to support
various languages and formats, while translation memory tools facilitate the reuse
of previous translations.

Despite its advantages, automated translation also has drawbacks. While it
offers speed, cost-effectiveness and consistency, it may lack accuracy and fail to
capture nuances, leading to misunderstandings. Additionally, we still use
automated translation programmes that can do us a bad favour as we use language
less and less. Concerns also exist regarding the potential displacement of human
translators and the erosion of translation quality.

While automation has streamlined translation processes and improved
efficiency, human involvement remains crucial for ensuring accuracy, preserving
linguistic nuances, and mitigating the risks associated with overreliance on
automated translation tools.

It is also vital to recognise the advancement of automatic translation
systems. As progress continues, we may witness the incorporation of machine

learning techniques into translation procedures, resulting in the development of



advanced systems. These enhancements have the potential to remove existing
limitations, allowing for better interpretation of expressions and cultural nuances.

In addition, the future of automated translation is expected to be
characterised by growing collaboration between translators and technology. Instead
of seeing automation as a threat to translation practice, it can be viewed as a
supplement that boosts efficiency and productivity. Translators can focus their
attention on jobs requiring creativity, cultural understanding and linguistic skills,
while automated technologies handle the technical components of translation.

The availability of automated translation systems has increased the
accessibility of translation services worldwide, allowing more people and
organisations to benefit from them. This accessibility has resulted in a significant
increase in demand for translation in a variety of industries and fields, opening up
new opportunities for translators and linguists.

Finding a balance between automation and human input is ultimately what
determines how effective automated translation is. While automation can simplify
tasks and enhance efficiency, human monitoring is still required to ensure
accuracy, meet quality standards and maintain linguistic coherence in
communication.

The combination of knowledge and technology breakthroughs in the future
era of translation reveals the ability to provide high-quality, culturally responsive

translations all across the world.
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CHAPTER TWO.

ISSUES IN THE QUALITY OF AUTOMATED TRANSLATION
FROM ENGLISH INTO UKRAINIAN

2.1 Lexical problems in translation

In my opinion, lexical problems in an automated translation from English to
Ukrainian are among the most difficult and important because they include such
problems as neologisms and non-equivalent vocabulary, set expressions (idioms),
noun clusters, phrasal verbs and so-called “false friends of a translator” i.e. words
that look similar in two languages but have different meanings. We will consider

each of them in turn.

2.1.1 Neologisms and non-equivalent vocabulary

A newly created or invented term that has begun to become commonplace is
called a neologism.

For example, let”s imagine that we are back in 2014 and you hear that
someone is saying “Let me take a selfie” (The Chainsmokers, 2014).

You are confused and decide to translate such a phrase, but you cannot have
a proper translation of it because the word ,,selfie” is new. So, the translation would

be more like this: “Jlait meHi 3pobutn gomoepaivo erachumu pykamu”. Over

time, the word ,,selfie” has become widely used and popular, so now there is no
problem with its translation and everyone is simply calling it ,,cerghi* (DeepL
Translate: The World s Most Accurate Translator, 2024).

Concerning non-equivalent vocabulary, they are words of original origin that
in one way or another indicate certain cultural, social, or spiritual features of the
country.

“One of the first things you“ll notice about most pubs are their colourful
signs or their interesting names.” (Dunn, 2017) — “Ilepmie, 0 BU TOMITUTE B

11



OUIBIIOCTI nabdis - 1€ sickpapi BUBICKH abo mikaBi Ha3Bu.” (DeepL Translate: The

World“s Most Accurate Translator, 2024).

The word ,,pub " is a contraction of the phrase ,,public house", so in this
context, it is considered to be non-equivalent because it cannot be fully conveyed

by the specific Ukrainian equivalent.

2.1.2 ldioms in the automated translation

This is one big problem with many automated assistants because direct
translation does not work here.

“Now I celebrate by eating cherries with equal delight before I kick the
bucket.” (Hopkins & Simons, 2015) — “Temep s cBATKyt0, 3“igaround BHUIIHI 3
OJIHAKOBUM 3aJI0BOJICHHSIM Tepell TUM, SIK nompy (epidcy oyoa)”. (DeepL

Translate: The World"'s Most Accurate Translator, 2024).

This is the only possible translation of the idiom ,,kick the bucket", but
usually it is translated directly as ,,60apue 6iopo " which doesn“t make any sense
here. As we see, such translation services are not always competent in translating
idioms, especially those that are not very common. So, there is a lot of work
needed to develop different CAT tools for the correct translation of such

contradictory lexical items.

2.1.3 Noun clusters in the automated translation

“The energy innovation process is a complex network of market and

nonmarket institutions and incentives that includes public and private research and
educational institutions...” (National Academies of Sciences, Engineering, and

Medicine, 2016) — “Enepeemuunuti innosayiinuii npoyec - 1ie CKIIaJHa MepexKa

PUHKOBUX 1 HEPUHKOBUX IHCTHTYTIB Ta CTHMYJIB, 11O BKJIIOYAE JEpKaBHI Ta
NPHUBAaTHI HAYKOBO-IOCHiTHI Ta ocBiTHI yctanoBu...” (DeepL Translate: The

World"'s Most Accurate Translator, 2024).
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In this case, the noun cluster ,,energy innovation process ", which consists of
three nouns has to be translated as ,, enepeemuunuii innosayitinuii npoyec ' where
the first noun acts as an attribute. It cannot be translated as ,, enepeemuxa innosayis

npoyec .

2.1.4 Phrasal verbs in the automated translation

Phrasal verbs, like idioms, are also quite difficult to translate correctly.
While the other problems mentioned earlier are not so bad, phrasal verbs are often
translated in their literal meaning. However, due to their specific structure,
depending on the adverb particle that stands next to them, the meaning can change.
For example:

“Eventually those who haven“t come around to that reality will.”

(Montanaro, 2024) — “3pemTo0, Ti, XTO II€ HE 6U3HAEC IIET PEATBHOCTI, IIC
3po0sith.” (Deepl Translate: The World s Most Accurate Translator).

Here, it cannot be translated as ,, npusimu, 3axooumu*. In the process of
translation, DeepL was unable to correctly convey the meaning of this phrasal verb
without human assistance. So, we need to teach CAT tools how to use different

translations depending on the context.

2.1.5 “False friends of a translator” in the automated translation

False friends are words that look similar in two languages but have different
meanings. For example, the word , ,actual™ is not the same as Ukrainian
akmyanwruil . Correct examples are as follows:

“Are there differences in actual translation behaviours (translation time,

orientation time, revision time, online revision, online assistance, and scores)
between direct translation and inverse translation of cultural references?” (Qassem
& Thowaini, 2023) — “Um icHYIOTh BIAMIHHOCTI Y peanbhitl TIOBEIIHIN
nepekiagada (4ac mepekiany, dac OpIEHTYBaHHS, 4Yac peaaryBaHHS, OHJIAWH-

penaryBaHHsl, OHJAWH-JONIOMOra Ta OLIHKa) MDK 0OpsSIMUM Ta I1HBEPCIMHUM

13



nepeKyiaioM KynbTypHux pedepenuiin?” (DeepL Translate: The World"s Most
Accurate Translator).
“Libraries are more relevant than ever.” (Herrera, 2012) — “bi0mioreku

axkmyanwri sk Hikonu.” (DeepL Translate: The World s Most Accurate Translator,
2024).

2.2 Grammatical problems in the automated translation

The various grammatical issues that might appear in an automated
translation from English to Ukrainian, will be because of those differences in

language rules, sentence structure and order of words.

2.2.1 Inconsistency of verb tenses in the automated translation

Automated translation systems could translate the time of a verbal action
described in English the wrong way into Ukrainian, which creates confusion. For
example:

“Chinese officials have been working on conservation projects for some

time.” (BBC News, 2010) — “KuTaiicbki YNHOBHUKHU BXKE IESIKHH 4ac npayronoms
HaJ mpoektamu 3 oxopoHu mpuponun.” (DeepL Translate: The World"s Most
Accurate Translator).

Due to the fact that the Ukrainian language does not have such complex
tenses as the present perfect continuous tense and others, a misunderstanding of the

time period may occur and, as a result, an incorrect translation is likely to occur.

2.2.2 Word order in the automated translation

Frequently the word order in English sentences constitutes the sentence
structure (subject-verb-object), whereas Ukrainian is capable of being more free-
flowing because of the case system. This can be the cause of translation errors
since the original meaning may be lost and also the grammatical rules of the target

language are violated.
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For example: “Filled of incense cedars the scent the morning air.” —
“HamoBHeHe naxomamu kepiB pankose moBiTps.” (DeepL Translate: The World*s
Most Accurate Translator, 2024).

The correct version is “The morning air filled with the scent of incense
cedars ” (Curwen, 2015).

As we can see, due to the incorrect word order in the original sentence, the
translation is completely meaningless, which affects the understanding of the
context. That"s why I think it*s very important to teach CAT tools such small but

important things.

2.2.3 Case irregularities in the automated translation

The Ukrainian nouns feature grammatical cases (nominative, accusative,
etc.) which demonstrate what role they play in a sentence. Automated translation
may not be able to distinguish between the alternate forms of a word as its context
may confuse. For example:

“John Kennedy, who taught Brown this year, saw it.” (Lowery & Frankel,
2014) — “lle 6auus i /xon Kenneni, sikuii HaB4aB bpayra 1uporo poky.” (DeepL
Translate: The World*s Most Accurate Translator, 2024).

It would be wrong to say ,,Ile 6auuB i [Ixxon Kenneni, siskuit HaB4aB bpayH
bOT0 poky™ because it does not comply with the grammatical rules of the

Ukrainian language.

2.2.4 Gender system in the automated translation

The Ukrainian language has a grammatical gender system of declining
nouns, which is lacking in English. As a result, such sentences can confuse the
automated translation tools while translating a sentence where the English text
does not mention the subject™s gender. For example:

“She is a friend of Pope Benedict and author of such improving works as

“Lourdes. My Days in the service of Mary” (The Economist, 2008) — “Bona €

15



Opyeom Ilanm beHenukTa 1 aBTOPKOIO TaKUX TBOPIB, AK “Jlypa. Moi HI B ciyKiHHI
Mapii” (DeepL Translate: The World s Most Accurate Translator, 2024).

“She can think whatever she pleases, but she is an employee of the American
people and has taken an oath to uphold the Constitution like every other White
House employee.” (Alloush et al., 2013) — “Bona moxe aymatu Bce, Mo i

3aMaHeTbCsl, ajle BOHA - npPeoCcmasHUK aMEPUKAHCHKOTO HApoay 1 Jajia MpHUCATY

notpumyBatucs KoHCTHTYLIi, SIK 1 KOXEH IHIIMKA mpauiBHUK bimoro aomy.”
(DeepL Translate: The World s Most Accurate Translator, 2024).
In general, there is nothing wrong with these translations, but it is advisable

to teach CAT tools feminine forms and such possible translations as ,, npusmensra ",

,, hpedcmagruys " etc.

2.3 Stylistic problems in the automated translation

Stylistic problems in automated translation from English to Ukrainian may
arise due to differences in language registers, cultural nuances and rhetorical

features of the two languages.

2.3.1 Irregularities in the automated translation

English has different registers that vary stylistically (formal, informal, semi-
formal etc.) according to the context. Difficulties may arise in terms of its
identification and translation with English-to-Ukrainian automated translation. For
example:

“Hey there, | for one echo your concerns about the discrimination against
Chinese diaspora in Australia.” (ABC News, 2020) — “IIpugim, s, 31 CBOTO 0OOKY,
MOAUISII0O Bamly CTypOOBaHICTh IMOJAO JHCKPUMIHAINI KHTAWCHKOI JiacIiopd B
ABcrtpanii” (DeepL Translate: The World s Most Accurate Translator, 2024).

It would be inappropriate if we translated it as “Joopozo ous!..”” because our
context is not formal.

Here can also be mentioned possible dialectisms, colloquialisms, slang and

folklorisms.
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2.3.2 Expressive means in the automated translation

Expressive means play an important role in literary works. To fully convey
the necessary shades and meanings of a word, sentence, etc., CAT tools must be
able to translate such elements with high quality. For example:

“She runs around like a busy bee while | drift gently through the Festival.”

(Mueller, 2018) — “Bomna Oirae HaBKOIO, K Hpaubosuma 00ciika, TOKH S

cnokiiiHo Onykaro @ectuanem.” (DeepL Translate: The World™s Most Accurate

Translator, 2024).

(13 29

A direct translation into Ukrainian “...sk 3aiuama 60dcona...” may not

adequately convey the desired simile.

2.4 Semantic problems in the automated translation

Semantic problems in automated translation from English to Ukrainian may
arise due to differences in the meaning of words and the context in which they are

used.

2.4.1 Direct or figurative meaning in the automated translation
A deciding factor between either using the direct or figurative meaning of a

word is the context and in particular the appropriate semantic values of that word
in Ukrainian and English. For example:
“The bear market currently underway is becoming an opportunity for entry

into the market.” (Todaro, 2018) — “Punox “sedmedis”, sikuii 3apa3 TpHBA€E, CTAE

MOKJIMBICTIO 7151 BXoAy Ha puHOK.” (DeepL Translate: The World*s Most Accurate
Translator, 2024).

Translators might not get the idea behind using ,, bear market " figuratively if
they are not familiar with all the peculiarities of financial terms. Hypothetically, it
Is possible to translate this as a ,, punox seomeodis", but then the meaning of this
phrase must be explained or translated in a descriptive way, i.e. as ,, 6iporwcosuii

PUHOK i3 MEHOEHYIEI0 00 3HUNCEHHS Kypcy "

17



2.4.2 Synonyms and antonyms in the automated translation

In the automated translation process, synonyms and antonyms can be
mapped and used to offer variety in the translated text or a more nuanced meaning
that is present in the English text. For example:

“I saw how happy and revitalized he was taking on a new challenge.”

(Justin, 2021) — “S GauuB, 3 AKHM 3d0060JeHHAM 1 HATXHECHHSAM BIH NPHIMaB

HoBuil Bukiuk.” (DeepL Translate: The World*s Most Accurate Translator, 2024).
There are many other ways to translate the word ,,happy* such as ,,wacrusuii,
secenutl; eoanutl,; cnpusmausutl ', but choosing the right synonym should be based
on context, the formality of the statement and appropriateness.
Our automated assistants must be able to use different shades of a word
depending on the context and prerequisites, as well as have antonymic relations to

them.

Conclusions to Chapter Two

Automated translation from English to Ukrainian faces lexical, grammatical,
stylistic and semantic challenges. Lexical issues include neologisms, non-
equivalent vocabulary, idioms, noun clusters, phrasal verbs and false friends.
Grammatical problems involve verb tense inconsistency, word order, case
irregularities and gender system differences. Stylistic challenges encompass
register irregularities and expressive means. Semantic issues arise from direct or
figurative meanings and the use of synonyms and antonyms. Research shows that
In many cases, the translation is of high quality and understandable, but in some
cases, a human must help automated systems convey the desired meaning.
Therefore, these complexities require careful consideration and development of
such systems for accurate translation.

New words, expressions, and cultural nuances continue to emerge as
language continues to evolve, creating a constant challenge for automated

translation systems. What™s more, the aspect of contextual language use brings
18



another complexity since the meaning of words and phrases can change depending
on the context in which they are used.

Cultural context also plays an important role in translation, as certain
expressions, idioms and references may not have direct equivalents in another
language. This cultural insight is essential for precise and accurate communication,
which emphasizes the need for automated translation systems to include such
culturally relevant knowledge and awareness in their corpora.

The translation challenges highlighted in the research chapter above require
a complex approach that includes advanced automated translation system
algorithms and rich linguistic assets. It also requires ongoing research and
development to improve the accuracy, efficiency and usefulness of automated
translation systems. With the use of enhanced technology as well as the integration
of human expertise, automated translation can evolve in order to fulfill the
divergent language requirements of people, contributing to the smooth interaction

and understanding of communication in an evolving global society.
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GENERAL CONCLUSIONS

Automated translation led to the engineered accomplishments marked with
the current trend. It has had its ups and downs, but today we have a well-developed
computer-assisted translation industry. The major approaches of machine
translations like the rule-based machine translation, statistical machine translation
and neural machine translation, which are popular with users at present, are
predominantly focused on expounding on the method of their functioning and their
advantages with disadvantages. On the other hand, rather than relying solely on
computers to translate different languages, humans still have important functions
such as the need to keep translation accurate or create written works based on
linguistic aspects.

Some problems in the quality of translation systems from English to
Ukrainian were met. The main are lexical, grammatical, stylistic and semantic
markers of a problem. Each of them has its uncertainties and controversies, which
will become fewer and fewer if you constantly learn and develop CAT tools. We
should be very careful when it comes to the development and implementation of
them to overcome the problems it may cause as well as to deliver absolute

translation.

20



RESUME

KypcoBy pob0oTy mpHUCBAYEHO TEMI MOJINIIEHHS SKOCTI aBTOMAaTHU30BaHOTO
nepeKsaay 3 aHMIMChKOT MOBU Ha YKPAiHCBKY.

VY wmiii HayKoBiM mMpani BUCBITIEHO TEOPETHYHI MUTaHHI 1CTOPii PO3BUTKY
aBTOMAaTU30BAaHOTO TMEpeKIaay, WOro OCHOBHI METOAM Ta BUAM, IEpeBaru Ta
HEJOJIKM aBTOMAaTH3allli NepeKiaay Ta ii BIUIMB Ha )KUTTS JIFOJIUHU.

[IpoBeneHo aHami3 roJIOBHUX TPYIHOIIIB TP aBTOMAaTU30BAHOMY TEpeKIaal
3 aHIIIMChKOT HA yKpaiHChbKy Ha ocHOB1 CAT-niporpam Tta ii moxiiHHUX.

3a J0MOMOTOI0 3ICTAaBIEHHS OTPUMAHOTO TMEpeKiaay 3 aHMIKHCHhKOI Ha
YKpaiHChKY HA0YHO TIOKa3aHO HETOYHOCTI MpPU BUKOPUCTAHHI TEBHUX
aBTOMAaTU30BaHUX PECYPCIB.

Kmouosi cmoBa: CAT tools, automated translation, Rule-based machine
translation (RBMT), Statistical machine translation (SMT), Neural machine
translation (NMT), English, Ukrainian.
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ANNEXES

Annex A
Ne Original Translation Transformation

1 | Unfortunately, that™s all | Ha »ainb, 1ie Bce, Ha mo y | Inconsistency of
we ve got time for this | mHac ¢ yac crorommi. verb tenses
afternoon.

2 | Australians  are  clearly | Acrpaniiimi saeno | False friends of
concerned about the state of | ctypOoBani cTaHoM | a translator
relations with China. BimHOCHH 3 Kutaem.

3 | It was my great pleasure to | Meni Oymo ayxe mpuemHo | lrregularity  in
answer your questions in the | Bignosimatu  Ha  sawi | the formality of
past three hours! 3arUTaHHsI npotsrom | the expression

OCTaHHIX TPbOX rOAHH!

4 | Ability might affect labor | 3xioHoCTI mMokyTh | Noun clusters
market outcomes, including | BruinBatu Ha pezyibmamu
earnings. HA _PUHKY npayi, B TOMY

YHCITi Ha 3apO0ITOK.

5 | The Giant Forest was named | I'irantcekuit  gic Oy | Inconsistency of
by naturalist John Muir, | Ha3BaHwmit HaTypaiictom | verb tenses, case
who walked through these | [iconom M ‘topom, sixuii | irregularity
groves more than a century | mporysroBaBCs ITUMH TasiMH
ago. MOHAJ] CTOJIITTS TOMY.

6 | “These are tough trees, but | “Ile miuni nepesa, aie mu | Synonyms
we“re entering a whole new | Bcrymaemo B aGCOIIOTHO
era,” he said. HOBY €py’’, - CKa3aB BiH.

7 | That makes it nearly| Tomy ama Xeitni wmaibke | Phrasal verb
impossible for Haley to | HemoxnuBO  HazdocHamu
catch up. Hioro.

8 | That could mean that Trump | Ile ™moxxe o3Havatu, 1o | Gender system
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could consider her for his

Tpami Moke pO3IVIAHYTH 11

vice president. KaHAWIATYypy Ha TOocaay
giye-npe3udeHmKu.

9 | It _is noteworthy that the | [lokazosum ¢ me, 1o | lrregularity
development needs for this | morpedbu posButky miei | (empty subject),
critical industrial base is | xpuruunO BaXkJIMBOI | noun cluster
absent in the election | npomucrosoi 6azu BinCcyTHI
debates. y nepeosubopuux debamax.

10 | Kidding aside, we continued | JKaptu >xaptamu, ane mu | Neologism
to buy crypto despite the | mpogoBKyBamu  KymyBaTh
persistent price slump. KPHIITOBATIOTY,

HE3BaKAIOUM Ha TMOCTIHHE
NAOIHHA YiH.

11 | First introduced to Bitcoin in | Boepine mosnaiiomusimcs | Neologism
2012, and buying in heavily | 3 6imkoinom y 2012 pomi ta
in 2014 and 2015... aKTUBHO KYIYIOUH HOTO Y

2014 ta 2015 pokax...

12 | ...we have traded during | ...mu TOpryBanu sk mijg ydac | Figurative
both the exuberant bull | 6viinux xkpunmosaromnux | meaning
markets in crypto as well as | punkie, Tax 1 mig Yac
the devastating bear | pyiiHiBHHX BEOMENCUX
markets. DUHKS.

13 | Since 2014, we have talked | [Tounnatoun 3 2014 poky, | Neologism
about crypto investment | Mu roBopumoO Tpo cTpaTerii
strategies nearly every day. | inBecTyBaHHS B

KPUNmMo8aionmy Mamxe
IIIO/THSL.
14 | This index was one of the | Lleit inmekc OyB omuum 3 | Neologism

first longterm altcoin

IMepImunux JOBI'OCTPOKOBHUX
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indices in the space. IHIEKCIB  aIbmKoinie 'y
CBITI.

15 | With cumulative gains in|3 cykynuum npupocToM | Synonyms
total capital over 10,000% | 3arampHOrO Kamitaay moHa
after some aggressive well-| 10 000% micns KiUTbKOX
timed positions... diesux, BUYACHO BIAKPUTHUX

TTO3HITIH. . .

16 | ...we are  comfortable | ...nam komdopTHO ¥t Ha | Neologism
making these professional | Taki mpodeciiini xepTBH, i
sacrifices and are excited to | mu 3 pajicTio
pursue blockchain full-time. | npogoBxxyemo  3aiimatucs

Ol0oKYeliHoM ~ Ha  TIOBHY
CTaBKY.

17 | Stay tuned for future blog | Cmigkyiite 3a maitoyTHiMu | Neologism, case
posts from Joseph, John and | myOnikamissmu B 61031 Bif | irregularities
myself on our digital asset | /lcosegpa, Jowcona i mene
management strategies and | mpo Hari cTpaTerii
insights into the state of the | ynpaBninus  mudpoBuMu
market and token economy. | aktuBaMH 1  PO3YMIHHS

CTaHy PHWHKY 1 MOKeHo80i
C€KOHOMIKH.

18 | I kept on seeing him look at | 5 ne nepecmasana 6aunth, | Phrasal verb
me while he was with that | sx BiH nuBHTBCS Ha MeEHe,
other girl. MOKKM BiH OyB 3 IHIIOIO

JIIBYMHOIO.

19 | And | don“t know if it“s a | I s He 3Har0, un 1e d36inok | Slang
booty call or not. Ha nobawenus, 9u Hi.

20 | What a creep! SAxnii xax! Colloquialism

21 | That"s so ratchet! e Tak nparye! Colloquialism
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22

Who goes out on Mondays?

XTO 2yns€ M0 MOHEIUIKaX ?

Phrasal verb

23

OK,

shots.

let“s go take some

[Napazn, gaBaii  3poOumo

KUJIbKa Kaopis.

Synonym

24

Oh no, ugh | feel like I"m

gonna throw up.

O Hi, 372€ThCS, MEHE 3apa3

3HYOUMD.

Colloquialism,

phrasal verb

25

Scholars have explored the

issue  of culture from
different perspectives, such
as cultural studies, discourse
analysis, contrastive

analysis, and translation

studies.

Hayrxosyi  nocmipkyBanu

NUTaHHS KYJIbTYPH 3 PI3HUX

TOYOK TaKuX K

30py,

KyJbTYpOJIOTis,  JUCKYpC-
aHais, KOHTPACTUBHUI
aHai3 Ta

MCPCKIAA03HABCTBO.

False friends of

translator

26

Despite the fragile nature of

this seedling of a piece, |

felt safe on stage.

Hes3Baxaroum Ha KpUXKY

3apooka

CleHl o

OPUPOAY IIHOTO
meopy,  Ha

novyBasacs B 6e3Ielii.

Figurative

meaning

27

Maybe the actual

committing to anything

definite was a challenge.

MO}KJII/IBO, came B3ATTA HaA

cebe 3000B ‘sI3aHb

010

4oroch  IMEBHOTO  Oyjo

BUKJIIHMKOM.

False friends of

translator

28

Every time we met, we had
fun ,,playing™ but struggled
to find and commit to a

back-bone for the play.

Koxnoro pasy, konmu wmu
3ycTpidanucsi, Ham Oyio

Becelo “‘rpatu’, alle MH
HaMarajaucs 3HAWTU 1 B3SITHU
Ha ceOe 3000B'13aHHS MIOI0

OCHOBU IJTS 1 €CH.

Figurative

meaning

29

This wasn“t helped by our
disjointed  time-schedules

which only allowed us to

[lboMy He cropusiB Haul
po3pi3HeHU Trpadik, SKUH

A03BOJIIB HaAaM nopuHamu B

Phrasal verb
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dip in and out of the work

space every few months. ..

poOouMii MpocTip JNHILIE Pa3

Ha KUIbKA MICSIIIB. ..

30

No, not from my side, but |
guess Josie discovered what
a wuss | can be when it

comes to certain tasks.

Hi, ve 3 Moro Ooky, are,

ramaro, JI»ko31 BHSIBHIA,

SIKOI0 Cabaukon s MOXY
KOJTH

oyTu, cripaBa

JTOXOIUThH 10 IIEBHUX

3aBJ1aHb.

Slang

(colloquialism)

31

...does it always feel very
parent-child?

U1 3aBXIHU 11(§
BiI[IIYBaCTBCSI, K CMOCYHKU

Mide bamvkamu i Oimomu?

Noun cluster

32

What are your respective

approaches...

ki Barl 8ION0BIOHI

MMIXOMH. ..

False friends of

translator

33

to getting the most out of it,

011l Mo20, Wob ompumamu

and to looking after

yourselves?

MAKCUMAIBbHY  8100ayuy 810

Yb020 Ta TIKIYBAaTUCS TIPO

cebe?

Idiom

34

...while Josie - who has two

up
performer and producer -

shows here as a

soaks up its spirit to the full.

...B ToM 4ac sk J[>ko3i - ska
BXKE JIBIYl BHUCTYyIaja TYT y
SIKOCTI  BHUKOHABHWI[l  Ta
npojrocepa - goupac B cebe

HOr0 1yX Ha IOBHY.

Phrasal verb

35

Something autobiographical,
something twee, something
ThisEgg or  something

Hoipolloi.

[Ilock

moChb
ThisEgg
Hoipolloi.

aBTobOiorpadivyne,
BUMOHYEHe, TI0Ch

abo I0Ch

Colloquialism

36

We did start to hang out

more as friends and equals

Mu moyvyaJjim OuIbIIIE

npogooumu yac siK Apy3i Ta

(as well as of course still

OQOHONIMKU (a  Takox,

Phrasal verb,

synonym

30




being mother and daughter). | 3BuuaiitHo, sk MaTH Ta
JIOHBKA).
37 | And this is a state that, in |I e ngepxaBa, B skiid, | ldiom

theory, Haley should have

had a shot in.

TEOpEeTUYHO, Xeinl mara 6

ompumamu waHc.

38

Even though Haley exited

the race on Wednesday...

Hes3paxkaroun Ha T€, M0
Xewm 3iima 3 oucmanyii

B cepeny...

Synonym

39

Some people used to say |
was running because | really

wanted to be vice-president.

JlexTo  Ka3zas,

mo o
0anoTyoch, 60 Ayxke Xouy

OyTH giye-npe3udenmror.

Gender system

40

She“s leapfrogged other
GOP candidates (remember

Ron “DeFuture” DeSantis?).

Bona 150000704

sunepeouna
KaHIUIaTIB BIJI
PecnybOnikancekoi  maprii

(mam'sitaete PoHa

"DeFuture" leCanrica?).

Figurative

meaning

41

And the Republican Party
has rewarded runners-up in

past years.

A Pecmy0GikaHCchKa MapTis

HaropoJKyBajia mux, Xmo

nocie  opyze  micue B

MHHYJIUX POKAX.

Figurative

meaning

42

But all of that likely

coming
around to Trump, like she

did in 2016, because this is

depends on her

Trump®s party.

Ane Bce 1me, IBHIIIEC 3a
BCE, 3aJIEKUTH BiJ TOro, 4u
3MIHUMb

60HA c60€

cmasnenns 1o Tpamma, sIK
ne cramocs y 2016 poi,

aJiKe 1€ Woro napmis.

Phrasal

synonym

verb,

43

And the country has very set

in views of both men.

I xpaina mae qyxe ycraneHi

MOTJIAAA Ha 000X Jrooel.

Gender system

44

That™s largely unchanged

Ile wmaibke HE 3MIHHAIIOCS

Noun cluster
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for Trump over nine years in

anss Tpamma 3a  [1€B™4Th

the public spotlight. pokiB  mepeOyBaHHS B
yenmpi veazu
2POMAOCLKOCHII.
45 | Biden"'s approval ratings are | Peiituaru cxBayieHHs | Case
middling... bauoena cepeowi. .. irregularity,
colloguialism
46 | Everyone has lots of | 3apa3 y koxnoro € 6araro | False friends of
thoughts and feelings about | tymox 1 mouyTTiB mI0/0 | translator
this election right now. IUX 8UOOPIS.
47 | And there could be an up- | I moxe BunukayTH edekt | Neologism
ballot effect... Nnepe2oioCy8anHsl. . .
48 | That day, he and the other | Toro must Bim Ta iumi | Phrasal verb
students passed around a | cTyaeHTH IepeaaBaid OIUH
handful of green graduation | oqHoMy KibKa 3eJICHHX
gowns, slipping them on and | BumyckHux CYKOHb,
off, as they posed one-by- | nadsearouu i 3uimarouu ix,
one for pictures. HOKM Ti MO3yBald IS
dboTorpadii.
49 | He still had credits to earn | Momy Toxi me tpeba Gyio | False friends of
then. 3apOOUTH 3A1IKU. translator
50 | And 10 days after that, he | A gepes 10 nwuiB micus | Noun cluster

was to start at a local

technical school to Ilearn
how to fix furnaces and air

conditioners.

ILOTO BIH MaB pO3MOYATH
HAaBYaHHSI B  MICIIEBOMY
TEeXHIKyMi, 1I00 HABUYHUTHCS
JIaTOOUTH eyl Ta

KOHOUUIOHEDU.
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